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Some exemplary past Master Projects:
I: Analyzing Simulations

Julian Sommer

Adelheid Teklu



Some exemplary past Master Projects:
II: Performing Simulations

Geray Karademir

Anna Ivleva



Some exemplary past Master Projects:
III: Developing Simulations

Eirini Batziu

Jens Stücker



HPC Challenges in Astrophysics

I) The Universe



What is the universe?

Bild: APOD 23. Aug 2010, Alex  Cherney, TerrastroDave (2001: Space Odyssee)
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I) Warmup

How big is the gear spacing for 
this LEGO gear  ?

Basic gears: T8, T24, T40

𝑠 =
2𝑟𝜋

𝑁
= 𝜋 ‼!

N =   8             24               40 

r =   0.5           1.5              2.5     x  8mm 



II) The search
What did these people searched 

there around 1900 ?

Jones, 2017



II) The search
What did these people searched 

there around 1900 ?

Sponges !

Jones, 2017



III) The discovery
What did these people found

instead ?

Jones, 2017



Roman ship wreck 
from 1st century BC

III) The discovery
What did these people found

instead ?

Jones, 2017

Moussas 2014



III) The real discovery

What was the real discovery ?

• ca. 100 marble statues

• several bronze statues

• amphorae and ceramics

• silver coins

• fragmented lump corroded bronze

• sofas with bronze ornaments

• bronze lyre

• few bronze statuettes

• golden earrings



III) The real discovery

What was the real discovery ?

• ca. 100 marble statues

• several bronze statues

• amphorae and ceramics

• silver coins

• fragmented lump corroded bronze

• sofas with bronze ornaments

• bronze lyre

• few bronze statuettes

• golden earrings

Jones, 2017



IV) Unveiling
What was discovery by X-Ray scans of the fragments?

2005
Jones, 2017 Ramsey, 2007



IV) Unveiling
What was discovery by X-Ray scans of the fragments?

• 39 (or 42) gears (29 identifiable)

• 19 (or 21) shafts and axis

• 7 (or 8) pointers

• instruction manual

• 3 deals

• Thousands of tiny text characters

Freth 2021, Science Reports, NatureJones, 2017



V) The display
What did the Antikythera Mechanism show?

Jones, 2017



V) The display
What did the Antikythera Mechanism show?

Jones, 2017 Freth 2021, Science Reports, Nature

• Position of the Sun

• Position of Moon (incl. phase)

• Predicts solar/lunar eclipse

• Dates of Games and 

Festivities

• Planetarium

As complex as clocks from 14th 

century!

Gears with up to 223 teeth!

Up to 8 overlapping axis/shafts! 



Side node: approximation 
to an approximation:

Freth 2021, Science Reports, Nature
A dialogue of Plato (fifth-fourth century BC) was  named after the 

philosopher Parmenides of Elea (sixth-fifth century BC). 

This describes Parmenides Proposition:

In approximating θ, suppose rationales, 

p/q and r/s, satisfy p/q < θ < r/s.

Then (p + r)/(q + s) is a new estimate 

between p/q and r/s:

If it is an underestimate, it is a better

underestimate than p/q.

If it is an overestimate, it is a better

overestimate than r/s.

Moon anomaly device

Jones, 2017



VI) Origin
From Syracus or Rhodos (and why)?



VI) Origin
From Syracuse or Rhodes (and why)?

Reconstruction: best fitted Saros cycle starts with new moon on 29 April 205 BC

Most likely was useless for predictions at the time the ship sunk (e.g. 70-60 BC)

Syracuse:

Archimedes (287-212 BC)

Based on mechanical inventions of Archimedes

Month names agreed with used in that city

Number of identified solar eclipses good for 

Syracuse but bad for Athens and Rhodes

Machines for predicting celestial motions associated

to Archimedes mentioned in ancient literature 

(e.g. Cicero‘s De re republica, 1st century BC)

Rhodes:

Hipparchus (190-125 BC)

Lunar anomaly fits best to Hipparchus theory

Ship had cargo from Rhodes

Style of writing points to 100-150 BC





And many more …
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What is the universe?

Bild: APOD 23. Aug 2010, Alex  Cherney, TerrastroDave (2001: Space Odyssee)

Not only, but it is even full of galaxies ...

So, how many stars in our galaxy and 

how many galaxies in the Universe?

Stars in our Galaxy: ~200.000.000.000

Galaxies in the Universe: ~100.000.000.000

~1022 (Impossible to directly simulate!)

Material Science:

ca. the  numbers of atoms in a dice

Life Science:

7.9 billion humans (on earth)

10 quintillion (e.g. 1020) insects

Meteorology:

~5x1046 water molecules (in the oceans)



What is the universe?

Bild: APOD 23. Aug 2010, Alex  Cherney, TerrastroDave (2001: Space Odyssee) Bild: NASA, ESA, M.J. Jee and H. Ford

... and galaxy clusters ...

Not only, but it is even full of galaxies ...



What is the universe?

Bild: APOD 23. Aug 2010, Alex  Cherney, TerrastroDave (2001: Space Odyssee) Bild: NASA, ESA, M.J. Jee and H. Ford

Bild: APOD 21. Juli 2008, Gemini Observatory

... and reveiles us even the  

dynamic of the universe !

... and galaxy clusters ...

Not only, but it is even full of galaxies ...



Astro Quiz Again !
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Bild: APOD 23. Aug 2010, Alex  Cherney, Terrastro

Bild: APOD 21. Juli 2008, Gemini Observatory

... and reveiles us even the  

dynamic of the universe !A

B

C

D

E

F

When was the first N-Body 

integration performed?



Experiment with light bulbs and 

photo-electric detector.







From Machines to Computers …

Quelle: Wikipedia



From Machines to Computers …

 Aerodynamic computations for 

airplane wings

 Destroyed in a bombing in 1943

 Reconstruction displayed in the 

German Museum here in Munich!

Z3, 1941-1943 (Germany)

The first programmable computing facilities 

where developed during second Word War:

Colossus, 1944-1945 (England) 

 Was used to decipher the Enigma secret codes

 Was destroyed after second Word War 

(order by Churchill) 

 Watch the movie, it‘s great!

Quelle: Wikipedia



From Machines to Computers …

 Computing of ballistic tables for the military

 After that, non military development started (IBM)

ENIAC, 

1946-1955 

(USA)

Finally, ENIAC was declared to be the first 

programmable, electronic computer :

Quelle: Wikipedia



HPC Challenges in Astrophysics

II) Simulating



large scale structure

galaxy clusters

black holes

stars

protoplanetary discs

Ωstars ~ 0.002

Ωgas ~ 0.04

Ωdm ~ 0.23

ΩΛ ~ 0.73 

The 

Computational 

Challenge

multi-scale,

multi-physics



large scale structure

galaxy clusters

black holes

stars

protoplanetary discs

0.864 pc

92.8 AU

Dark Matter



Arp 87 (NASA)

But remeber: 

1011 Stars per galaxie!

How to do simple an N-Body simulation:



Particle distribution Arp 87 (NASA)

How to do simple an N-Body simulation:

But remeber: 

1011 Stars per galaxie!



Arp 87 (NASA)

Using individual time-
steps for the particles

all particles only some particles only some particles

How to do simple an N-Body simulation:

But remeber: 

1011 Stars per galaxie!

Particle distribution



Distributing the particles
across 8 computers

Arp 87 (NASA)

How to do simple an N-Body simulation:

But remeber: 

1011 Stars per galaxie!

Particle distribution

Equal number



Arp 87 (NASA)

Usage of space 
filling curves!

How to do simple an N-Body simulation:

But remeber: 

1011 Stars per galaxie!Distributing the particles
across 8 computers

Particle distribution

Equal number Equal work



Equal number Equal work Equal number & work

Arp 87 (NASA)

How to do simple an N-Body simulation:

But remeber: 

1011 Stars per galaxie!Distributing the particles
across 8 computers

Particle distribution

Usage of space 
filling curves!



Can we explain observations of merging galaxies?



1. Discretize the space

How to do cosmological N-Body simulation:



2. Imprint of observed

density fluctuations

How to do cosmological N-Body simulation:

1. Discretize the space



3. Solve the equations of

motion

How to do cosmological N-Body simulation:

2. Imprint of observed

density fluctuations



(Springel 2005)

Growing computing power helps since then



(Springel 2005)

1012

2020

Growing computing power helps since then

MilleniumXXL
Angulo+ 2012

Euclid FLAGSHIP
Potter+ 2017



Growing computing power helps since then

Z3, 1941-1943 (Germany)

5 Computations per second
SuperMUC, 2013- (München)

3 Petaflops (3*1015 per second)

Moore‘s Law: Doubles all 1.5 Years

(but see talk by Zhukov)

Z3 – SuperMUC:          1.4 Years

N-Body: 1970-2010:    1.3 Years



HPC Challenges in Astrophysics

III) The Physics



large scale structure

galaxy clusters

black holes

stars

protoplanetary discs

Ωstars ~ 0.002

Ωgas ~ 0.04

Ωdm ~ 0.23

ΩΛ ~ 0.73 

The 

Computational 

Challenge

multi-scale,

multi-physics
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black holes

stars

protoplanetary discs

Visible Matter

3·1022km

Plasma Physics!

The 

Computational 

Challenge

multi-scale,

multi-physics



Basics: hydro-dynamics for simulations

Easy to couple to classical

N-body simulations.

a) Discretize either mass or volume



Basics: hydro-dynamics for simulations

a) Discretize either mass or volume

b) Solve the Euler equations



by Jlcercos
wikipedia.org

Smoothed Particle

Hydrodynamics (SPH)

Basics: hydro-dynamics for simulations

3. Solve the equations of

motion

4. Add additional component 

to the fluid



4. Add additional component 

to the fluid

Smoothed Particle

Hydrodynamics (SPH)

5. Solve the equations including

motion for hydrodynamics

Basics: hydro-dynamics for simulations



3 42 >5

Galaxy clusters, the hot atmosphere of massive galaxies

Mach number:

Galaxy Clusters:

M ~ 2x1015Msol

almost 109 part in Rvir

~ 90.000 galaxies 

~ 250.000 timesteps

egas/stars ~ 240 pc/h



large scale structure

galaxy clusters

black holes

stars

protoplanetary discs

Visible Matter

3·1022km

Plasma Physics!

The 

Computational 

Challenge

multi-scale,

multi-physics



a) Discretize either mass or volume

b) Solve the Euler equations

c) Include cooling due to radiation

Basics: hydro-dynamics for simulations



Resolution element

x,v,m,rho,P,…

Basics: Simulation of star-formation



Effective sub-grid

model for star-

formation

m,rho,P,…

Basics: Simulation of star-formation



Effective sub-grid 

model System of

differential

equations

-> Solutions

Different Variants:
• 3 Phases 

• 4 Phases

• Equilibrium solution

• Dynamical solution

• Empirically motivated

• Theoretically motivated

Extensions:
• Stellar/Chemical Evolution

• Kinetic feedback

Basics: Simulation of star-formation







large scale structure

galaxy clusters

black holes

stars

protoplanetary discs

Visible Matter

3·1022km

Plasma Physics!

The 

Computational 

Challenge

multi-scale,

multi-physics



Positioning:
Pinning to min. Potential 

Free floating

(Steinborn 2015)

Springel & Di Matteo 2006

Basics: Including Black Holes in Simulations
Sub-grid model for handling black holes in cosmological 

simulations:



Large impact of Black Holes on galaxy evolution





Large impact of Black Holes on galaxy evolution



Francisco Villaescusa-Navarro (CAMELS, www.camels-simulations.org) https://users.flatironinstitute.org/~fvillaescusa/Movies/Miscellaneous/



Astro Quiz Again !
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A

B

C

D

E

What happens when you 

heat water in a micro 

gravity environment ?



What happens when you 

heat water in a micro 

gravity environment ?

Credits: E. Churazov



A1367

HYDRA (Chandra)

Cool Core cluster,
AGN feedback main energy 

source for ICM

COMA (CHANDRA)

None Cool Core cluster,
Cosmological velocity field main energy 

source for ICM

CC vs. non CC Clusters
also feature differnt non thermal

features (active AGN in center)



expansion velocity vexp  : L j »
g

g -1
PV

·

» P4p R2vexp

rise velocity vrise  » gR

vexp » vrise

Perseus cluster, ChandraA1367

Soundwaves!
(This cosmic soundwave is 57 

octaves lower than middle-C!)

Own+ 2000

Allows to measure 

ernergy deposited in 

the ICM.

Churazov et al. 2000

L »1045  erg/s

Large impact of Black Holes on galaxy clusters



Astro Quiz Again !

?

?
?

?
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What do these images show?



What do these images show?

Cleopatra

Octavian

sucker fish

Ambracian Gulf

ancient galley

„dead-water“



vs. + = ≠







Do rising bubles in galaxy clusters drive interna waves?



HPC Challenges in Astrophysics

IV) Some HPC aspects



large scale structure

galaxy clusters

black holes

stars

protoplanetary discs

3·1022km

Plasma Physics!

The 

Computational 

Challenge

multi-scale,

multi-physics



2020

MilleniumTNG

30: Pakmor et al. 2022

30

31: Schaye et al. 2023

Flamingo31

The Computational Challenge



The Computational Challenge



Setup:
2x45363 = 186.659.085.312 particle
Almost 20 times size of ILLUSTRIS or EAGLE

Full Physics + improved SPH:
200 bytes per DM particle, 456 bytes per GAS particle

Complete SuperMUC Phase II:

6 x 512 x 2 x 28 = 172032 tasks
1 MPI task per socket, 28 OpenMP per MPI

68.5 TB for single checkpointing
reaching 170 Gbyte/sec, more than 3 Peta byte written

Dying nodes are the main hassle !
12h longest contineous run, checkpoints all 1.5h



Reading

460 sec

152 Gbyte/sec

Writing

550 sec

127 Gbyte/sec

I/O: Gadget internal, 

2048 tasks in parallel

Peak 170 Gbyte/sec



The Computational Challenge

Single bad node

global timestep

dying nodes

checkpointing

Power Consumption

12 h

0.8 MW



3800 Mpc

380 Mpc

3.8 Mpc

z=0 gas

stars

38 Mpc





HPC Challenges in Astrophysics

V) Parallelization



Gravity

Smoothed particle

hydrodynamics

Transport

PM gravity

Work load balancing

Tree

local

Con. gradient

FFTW

Stellar feedback

Radiative losses

+

Chemical network

+

Stellar evolution

Black hole treatment

Gadget
Various physical 

processes on various 

timescales ...



Various physical 

processes on various 

timescales ...

MPI:

Compute

contributions

for external

cells/particles

Compute local

contributions

to forces

Gadget

Communication

needs to be 

buffered/chopped!
OpenMP

(loop over 

particles)



MPI level

Sync-Point 35762, Time: 0.354961, Redshift: 1.81721, Systemstep: 5.56636e-06, Dloga: 1.56817e-05

Occupied timebins: non-cells     cells       dt cumulative A D    avg-time  cpu-frac

X  bin=20      88467428683  83736416883     0.008029050471       187287803634 < *      712.64     22.0%

X  bin=19      4161559798  7573611723     0.004014525236       15083958068   *      219.80      6.8%

X  bin=18       689640843  1347123564     0.002007262618       3348786547   *       63.43      3.9%

X  bin=17       114047063   493679540     0.001003631309       1312022140          100.57     12.4%

X  bin=16       424984562    98886753     0.000501815654        704295537           14.78      3.7%

X  bin=15       149882337    22957206     0.000250907827        180424222           24.04     11.9%

X  bin=14         1436369     5551598     0.000125453914          7584679            5.78      5.7%

X  bin=13           10827      562559     0.000062726957           596712            3.46      6.8%

X  bin=12             453       22095     0.000031363478            23326            2.38      9.4%

X  bin=11              10         768     0.000015681739              778            2.20     17.4%

------------------------

PM-Step. Total: 94008990945  93278812689    Sum: 187287803634

compute 

dominated

overhead 

dominated

How to count 

workload?



Various physical 

processes on various 

timescales ...

MPI:

Compute

contributions

for external

cells/particles

Compute local

contributions

to forces

Gadget

Communication

needs to be 

buffered/chopped!

OpenMP
(loop over 

particles)

Ragagnin+ 2020, ParCo 2019, 

Vol 36, p 209 – 218, 

arXiv:2003.10850 

The GPU 
Challenge

Goal:

105 Cores

+

104 GPUs

+

Physics

OpenACC



GadgetCPU GPU

asynchrones hybrid approach !



Gadget

Data to GPU GPU computation GPU computation

CPU computation

Result to CPU

MPI

Performance analysis (see talks by Zhukov/Ernst)

Significant gain !



Gadget

Data to GPU

GPU computation

Result 

to CPU

Performance analysis (see talks by Zhukov/Ernst)

But: Timestep hierarchy !



HPC Challenges in Astrophysics

VI) Basic precision



Castro+ 2024 

Separation scale

PM vs. Tree 

IC

FM vs. Tree Softening! 

Accuracy settings Nuisance parameters !! 

Now „High-Precision Cosmology“ era, need to reach % precision !

How good do we understand Dark Matter only simulations ?
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Dark Matter only vs. hydro dynamical simulation

Martinet et al. 2021 

At least converged ? 

+ halo finding! 

Precision cosmology needs < 1% !!!

Now „High-Precision Cosmology“ era, need to reach % precision !



HPC Challenges in Astrophysics

VII) Extra Physics



large scale structure

galaxy clusters

black holes

stars

protoplanetary discs

3·1022km

Plasma Physics!

The 

Computational 

Challenge

multi-scale,

multi-physics



large scale structure

galaxy clusters

black holes

stars

protoplanetary discs

3·1022km

Plasma Physics!

The 

Computational 

Challenge

multi-scale,

multi-physics



ICM is the hot Atmosphere of Massive Galaxies

 Measured in large details

X-ray (temperature, velocities)

SZ (pressure)

 Non-thermal components

give additional insights

(magnetic fields, CRs)

 Closed system

(chemical imprint)

LOFAR (144 MHz), Bonafede+ 2020 GMRT (352 MHz), Brown+ 2011 

EROSITA (X-ray), Churazov+ 2021 

PLANCK (SZ), Planck 2012 

NGC 4839 

NGC 4839 

NGC 4839 

Coma

Individual elements 

observable in ICM!

Taken from Böhringer

All ICM within Rvir

contains at least 

10% stellar debris!



Example: Cosmic Rays (e.g. high energy articles)

Short cooling time of CRe:
 test shocks on 10th of kpc

 test turbulence 

(re-acceleration)

Long cooling time of CRp:
 can be dynamically important

Both couple to B-Field

LOFAR (144 MHz), Bonafede+ 2020 EROSITA (X-ray), Churazov+ 2021 

Sanders & Fabian 2013

Turbulence
Shocks

T
u
rb

u
le

n
t 

V
e
lo

c
it

y



Adding a Fokker-Planck solver for CRs to the gas

Every resolution element in a 

simulation has to additionally 

evolve a sampled distribution 

function of CR(e,p)!

• Shocks

• SFR

• AGN

Shock 

injection

Cooling of CRe

Böss+ 2023



SLOW: 3072³ cosmological simulation with MHD+CR (60 Mio CPUh!) 

Giant radio halo!

30723 resolution elements
2.9·1010 particles, each 2.5kb

24 bins CRe, 8 bins CRp

63592 time steps
→ 5.2·1013 times solved Fokker-Planck EQ

3072 Nodes, 48 cores
(=147456 threads, e.g. halve SuperMUC-NG)



Effect of heat transport

Arth et al. 2014

ICM temperature maps for simulations 

varying thermal conduction



Effect of viscosity

Marin-Gilabert+ 2022/24

ICM density maps for simulations 

Without (left) and with (right) viscosity

mach number

ion mean free path:

size of galaxies

l ~ λi !!!

ηi = 1/3 ηηi = 0



Interactions with the ICM (mixing, conduction, viscosity?)

Lyskova+ 2019



HPC Challenges in Astrophysics

VIII) ML for extra physics



Cooling function nowadays has high dimensional parameter space

a) Direct computation 

(much too expensive) 

b) Cartesian sampling 

(too much data)



Cooling function nowadays has high dimensional parameter space

a) Direct computation 

(much too expensive) 

b) Cartesian sampling 

(too much data)

c) Unstructured sampling

(complex re-construction

and interpolation)

Lüders+ 2019



Cooling function nowadays has high dimensional parameter space

a) Direct computation 

(much too expensive) 

b) Cartesian sampling 

(too much data)

c) Unstructured sampling

(complex re-construction

and interpolation)

d) Machine learning

(better precision, 

lower memory footprint)

Obreja+, in prep



HPC Challenges in Astrophysics

IX) Post-processing



Single simulation output 20TB → post processing has to be HPC ready

Shell z = 1.2 - 1.44

Box2b/hr (4.8TB per snapshot)

1000x replicated to fill full sky

Many time instances

→ more than 10 PB

of data processed

Observer



ML is often used to improve analysis of data.
Example: Using Deep Neural Networks

tSZ/kSZ maps 

from Magneticum

Predicted v from kSZ Maps

Wang+ 2020

Maps

Noise

kSZ measurement

(weak signal!)

peculiar velocity

(this is what we want 

to know!)

optical depth

(errors here are 

important!)

2x40000 Maps

The true value of „v“ is deeply convolved in the combination of two 

observables, ML helps to extract it properly from mock observations.




