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Some exemplary past Master Projects:

I: Analyzing Simulations

Axion Quark Nuggets - Testing a Novel Dark Matter Model using the Cosmological Simulation
‘SLOW’ and Inferring its Observational Detectability

Adelheid Teklu

Here, we analyze a novel, promising Dark Matter candidate called Axion Quark

Nuggets (AQNSs) in the context of traceable electromagnetic signatures in galaxy

clusters after interactions with baryonic matter. We use a cosmological simulation

called "Simulation of the LOcal Web (SLOW)", which simulates the local universe

and therefore contains galaxy clusters that resemble digital twins of their real

counterparts. We propose that the Fornax and Virgo clusters are the most promising R i R Te 111111 8
candidates hosting detectable AQN signatures.

Angular Momentum Distribution in Galactic Halos

The evolution and distribution of the angular momentum (AM) of dark matter (DM) halos

have been discussed in several studies over the past decades. To understand the

connection between the AM of the DM halo and its galaxy, we extract in total more than

2,000 individual galaxies from the uhr run of Box4 of the Magneticum Pathfinder

simulations at different redshifts. In these simulations we are able to split the galaxies into
disk and speroidal systems. Our simulations reproduce well the observed scaling relations between the
stellar mass and the stellar specific angular momentum. We find that disk galaxies preferentially reside in
halos where the AM vector of the DM in the center is better aligned with the AM vector of the whole DM
halo. The distribution of the spin parameter A also shows a seperation of disk and speroidal galaxies.




Some exemplary past Master Projects:

II: Performing Simulations

Collecting Shells in the Tides: Formation of Dwarf Galaxies From Mergers Inside Galaxy Clusters

Although galaxy interactions are thought to provide a possible cradle for low-mass
objects, environmental influence could still be a crucial driver for their formation and
evolution. This hypothesis is stimulated by observations of star forming knots inside
extended tidal tails of ongoing galaxy mergers in clusters. Such an arrangement
prompts the intriguing question as to whether cluster environments could support
tidal dwarf formation. | test this evolutionary channel by performing hydrodynamical
simulations of galaxy mergers inside clusters. | demonstrate that environments
indeed are capable of stripping tidal dwarf galaxies. Exposed to ram pressure, these
gas dominated objects exhibit high star formation rates, while also loosing gas at the high-mass end. With

Anna lvleva

Simulated Galaxy Interactions In Cosmological and Idealized Environments

Most of all galaxies are not field galaxies but are companied by other galaxies in groups
or clusters. A special case of these galaxy gatherings are compact galaxy groups, which
are extremely dense accumulations of galaxies in which galaxy interactions occur very

o dly frequently. These interactions have a huge impact on the corresponding galaxies and are
a fundamental part of galaxy evolution. The information about the merging events are
stored in the outer stellar halo of a galaxy or in the intra group light (IGL) respectively. In
this thesis cosmological zoom simulations of compact groups as well as a parameter study using high-
cEVALCTERE TS resolution isolated galaxy merger simulations covering a large bandwidth of orbit parameters and mass-




Some exemplary past Master Projects:
II1: Developing Simulations

Modelling Warm Dark Matter in Cosmological Simulations

The standard ACDM model of cosmology postulates that the formation of structures in the
universe is driven by a largely unknown component of dark matter. It is one of the most
important projects of modern physics to find out what dark matter is. Cosmological
simulations are an important tool to predict the effects of different dark matter models, and to
constrain properties of dark matter by the comparison with observations of our universe. We

attempt to simulate different warm dark matter scenarios in cosmological &€zoom-ina€

simulations (which allow the investigation of a single object in high resolution), and
comsological boxes (which exhibit low resolution, but good statistics). However, N-Body Jens Stiicker

The Interplay of Magnetic Fields and Star Formation Processes Using SPMHD Simulations

Cosmological simulations deal with very large structures and there is not enough
resolution to couple all the dynamical range of processes taking place, so it is very
important to model consistently phenomena that occur in unresolved scales. One
example of subresolution model is proposed by [Springel and Hernquist, 2003] in which
the star formation and the supernova feedback can be modeled by a multiphase structure
of the Interstellar Medium (ISM). In their approach, the ISM consists of cold and hot gas
and includes radiative heating, cooling, star formation and feedback from supernova. This model predicts a
self-regulated star formation quiescent mode for the gaseous part of disk galaxies and has only one free
Eirini Batziu parameter: the overall time-scale for star formation. First improvement of this model is to express the star
formation rate in terms of external pressure, which allows to include further physical processes such as




HPC Challenges in Astrophysics

I) The Universe
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..it's full of stars

Dave (2001: Space Odyssee) Bild: APOD 23. Aug 2010, Alex Cherney, Terrastro




Astro Quiz'!




1) Warmup 7%

How big is the gear spacing for
this LEGO gear ?
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Note 6:5 ratio of unit height to unit length. - How big is the gear spaCi“g for
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II) The search

What did these people searched
there around 1900 ?
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II) The search

What did these people searched
there around 1900 ?

Jones, 2017
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III) The discovery

What did these people found
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Il1l) The discovery

What did these people found
instead ?

Jones, 2017

Roman ship wreck gt outor
from 1st century BC

Possible journeys of the Antikythera ship from Greece to Rome. Moussas 2014




Il11) The real discovery

What was the real discovery

EAM A 23712
fudhrvos, oxigos; (1o o nX)
Glans bowd (12 ¢ BQ)

The Ship
The Treasures
The Mechanism

EAM Xp. 1844 Xp. 1579
Zedyos xpoody evaskoy [205- Tog o aX])
Por of goid eovings [2d- 19 ¢ B

NIIUMAIHS VHIHLANILINY 3HL

EAM A 30993, EAM A 75003
Epnopme oSiniever augopes {10 o aX)
Torapont amphoros (19 ¢ BCO)

THE SHIP AND THE TREASLRES

The shipwreck off the easter coos) of Astikythaca
s doted 10 &0-50 BC, @ period durieg which mar:

time Wode ond onsporiation of works of Greek ot

Fom the Easem Meciterenedn 1o ially Sourished.
Its congo daotes from the £h 1o Fe 15t century BT
The ship wos o freighter of cbot 300 o copoc-
ity ond weas sciling Sowends lioly.

Bronze ond morble sadphre, Roarious Gloss ves-
sals ond gokden jewellery, o large amount of pot-
ey ond Bronze couches fommed port of is corgo.
W thozo the famous “Actikythero Medio-
fien” 3hll ConDuDs On EROMECUS MO 1O CUr
knowledge of ancient Geeek tednclogy and o3-

Foroamy.

All #a Bords cocovered from the shipwreck bear
wiloass 1o the oesthatic preferences of ther ordec-
s o polenticl purchosees. but, cbove ol they re-
Boct the new phenomenon of ot rode, the st in
#he Bistory of the Wost civiization

THE MECHANISM

Constructed in e second bolf of the second cans-
ry BC. 1he Mechanise comprises goors, scoles, ax-
haﬂdﬁhmuhmdh

m»&nwmnwm

poricbie 8
ployed the postiors of the S, o Moon ond
most probobly the five plonets known in antiuity.
#t wos wsed fo predict solar ond hncr ecipios, 2
hﬂmmmammwd&

ca. 100 marble statues

several bronze statues

amphorae and ceramics

silver coins

fragmented lump corroded bronze
sofas with bronze ornaments
bronze lyre

few bronze statuettes

golden earrings
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Il11) The real discovery

What was the real discovery ?

ca. 100 marble statues

several bronze statues

amphorae and ceramics

silver coins

fragmented lump corroded bronze

sofas with bronze ornaments

bronze lyre

few bronze statuettes

golden earrings

Photographs of Fragments A-D before conservation. (Svoronos 1903a, plate X) .JO nes, 20 17



1V) Unveiling

What was discovery by X-Ray scans of the fragments?

Figure 2. X-Tek’s Bladerunner 450kV microfocus
FIG. 2.7. Karakalos’s 1971 X-ray setup with Fragment A. (Adler Planetarium, © Derek X-ray CT system 2005

de Solla Price heirs) Jones, 2017 Ramsey, 2007



1V) Unveiling

What was discovery by X-Ray scans of the fragments?

39 (or 42) gears (29 identifiable)
19 (or 21) shafts and axis
7 (or 8) pointers

instruction manual
3 deals
Thousands of tiny text characters

————— L

FIG. 8.8. Exploded view of the gearwork driving the solar, lunar, and calendrical
outputs of the Mechanism. The base plate is represented by the transparent rectangle
in the middle. Gears shown in dark gray are at least partly extant, while those in pale
gray are restored completions of the trains; the conjectured Callippic dial and the four
conjectural gears that would have driven it are omitted. (image by and copyright of
M. G. Edmunds)

Jones, 2017



V) The display

What did the Antikythera Mechanism show?

Jones, 2017

FIG. 3.1. Dial layout of the back plate with its pointers, omitting the inscriptions of the spiral scales, and with the subsidiary dial
inscriptions in translation. Top, the spiral Metonic dial enclosing the Callippic dial on the left and the Games dial on the right. Bottom, the
spiral Saros dial enclosing the Exeligmos dial. Gray outlines roughly indicate preserved portions in Fragments B, E, A, and F.



V) The display

What did the Antikythera Mechanism show?

BACK PLATE

soreppdy

sowutoyq

so1]
-1puren)

so18
—wauy

sopuEry

FIG. 3.3. Detail of the Metonic dial with translated calendar inscriptions.

Jones, 2017

FRONT COVER

b
Line Numbers

S w3

FRONT PLATE

BACK COVER

0 1 2 3 4 5cms

Figure 1. Inscriptions on the Antikythera mechanism. (a) FRONT COVER: Planet cycles®'?, framed by
moulding from Fragment 3 (Supplementary Fig. $5). FRONT PLATE: Parapegma'**, above and below

the Cosmos Display, indexed to the Zodiac Dial. BACK PLATE: Month names on the Metonic Calendar**.
Eclipse characteristics, round Metonic Calendar and Saros Eclipse Prediction Dials™*—indexed to the latter.
Eclipse glyphs indexed to the Saros Dial®. BACK COVER: User Manual, including Cosmos description®!*
(Supplementary Discussion S2), Calendar Structure® and Moon-Sun Cycles"2. (b) Front Cover Inscription
(FCI): composite X-ray CT from Fragments G, 26 and 29 and other small fragments®'2. The FCI describes
synodic cycles of the planets and is divided into regions for each planet in the CCO (Supplementary Discussion
$2). The numbers WEB (462) in the Venus section and WMB (442) in the Saturn section are highlighted'
(Supplementary Fig. S4). () Back Cover Inscription (BCI)'* (Supplementary Discussion S2): composite X-ray
CT from Fragments A and B. A User Manual: the upper part is a description of the front Cosmos Display® with
planets in the CCO; in red are the planet names as well as the word KOZMOY—*“of the Cosmos”.

* Position of the Sun

* Position of Moon (incl. phase)

* Predicts solar/lunar eclipse

- Dates of Games and
Festivities

* Planetarium

As complex as clocks from 14th

century!
Gears with up to 223 teeth!

Up to 8 overlapping axis/shafts!

Freth 2021, Science Reports, Nature



Side node: approximation

to an approximation:

Freth 2021, Science Reports, Nature

a: Combinations of Period Relations
VENUS (5,8) + 2 x (720, 1151) = (1445, 2310) = 5 x (289, 462) = (289, 462)
SATURN  -1x (29, 30) + 8 x (57, 59) = (427, 442)

3 x (57, 59) + (256, 265) = (427, 442)

b: Constrained Parmenides Process

VENUS SATURN
Under New Over Under New Over
(5,8) (7251159) (720, 1151) (57,59) (313,324) (256, 265)

(725,1159) (1445, 2310) (720,1151) (57,59) (370,383) (313, 324)

= (289, 462) (57,59) (427, 442) (370, 383)
c: Unconstrained Parmenides Process
lteration 1:  (p+r,q+s)
lteration 2:  (2p+r,2q+s), (p+2r, q + 28)
lteration 3:  (3p+r,3q+s), (p+3r,q+3s)
lteration 4:  (4p +r,4q +s), (3p + 2r, 3q + 2s), (2p + 3r, 2q + 3s), (p +4r, q + 4s)

d: Unconstrained Parmenides Process

MERCURY VENUS

P q r s p q r s
[145 46 [e684 217 | [5 8 [720 1151
ptr qgts ptr  g+s

2p+r  2gq+s pt2r q+2s 2p+r 2q+s p+2r q+2s
[o74 309 [1513 480 | [730_ 1167 [1445 2310]
3p+r 3q+s p+3r g+3s 3p+r 3qts p+3r gt+3s
[1119 355 [2197 697 | [735 1175] 2165 3461 |

MARS JUPITER SATURN

P q r s P q r s P q r s
[22 47 J37r 79 | [76 83 [87 o5 | [57_ 59 [256 265 |
p+r q+s p+r q+5 p+{ q+$

[163 178 ]

2p+r  2q+s pt2r g+2s 2p+r 2g+s p+2r q+2s 2p+r 2g+s  p+2r qg+2s
[81 173 [96 205 | [239 261 [250 273 | [370 383 |569 589 |
3p+r  3q+s p+3r g+3s 3p+r 3q+s p+3r q+3s 3p+r 3q+s p+3r g+3s
[103 220 [133 284 | [315 344 [ 337 368 | [427 442 [ 825 854 |

e: Period Relations for the Antikythera Mechanism

Planet Syn. Years | Factors Factors Error e,%y | Error &,%syn
MERCURY | 1513 | 480 17 x 89 2°x3x5 -0.005022 -0.001593
VENUS 289 462 172 2x3x7x11 0.008576 0.013710
MARS 133 284 7x19 22x 71 0.003089 0.006596
JUPITER 315 344 3¥x5x7 |2°x43 0.000802 0.000876
SATURN 427 442 7x61 2x13x17 0.004208 0.004509

Figure 2. Finding period relations. Blue numbers refer to synodic cycles; red numbers refer to years. All the seed
periods for these processes are known from Babylonian astronomy (Supplementary Tables S5, 56). (a) Linear
combinations of Babylonian period relations, which give those for Venus and Saturn from the FCIL. (b) Period
relations generated by a conventional Parmenides Process, which also give those for Venus and Saturn from the
ECL (c) Iterations of an Unconstrained Parmenides Process. (2p+2r, 2q+2 s) is omitted from Iteration 3 because it
is the same as 2x (p+1, q+s). (d) Three iterations of the Unconstrained Parmenides Process. The pairs in colour are
those that are factorizable with prime factors < 100. The grey-shaded periods are those that are known from the FCI.
Note that for Venus: (1445, 2310) = (289, 462) and (735, 1175) = (147, 235). The same table with errors is shown
in Supplementary Table S5. (e) Periods derived from the Unconstrained Parmenides Process for our model of the
Antikythera Mechanism and their errors, using our three criteria of accuracy, factorizability and economy. Except
for the periods for Venus and Saturn, all the final periods were already known in Babylonian astronomy. The error
parameters are defined in Supplementary Discussion S3.

A dialogue of Plato (fifth-fourth century BC) was named after the
philosopher Parmenides of Elea (sixth-fifth century BC).

This describes Parmenides Propositiomn:

a —\
“
g1

fixed g3
Nodes: g1 ~ g2 + g3 ~g4

Inferior planet: g1 ~ g2 + g3 ~ g4 ~ g5 @ follower Superior planet: g1 ~g2 + g3 ~ g4~ g5 @ g6~ g7

e Spoke |Function Syn.| Years| Factors Factors|Mult. |Epicyclic gear train
A MERCURY 1513 480| 17x89 2°x3x5(x3 |51~ 72+89~40 ~ 20 & follower
B NODES 98| 93| 2x7° 3x31|x32 |49~62+64~48
C VENUS 289| 462 17°] 2x3x7x11|x 6 |51~44+34~26~ 63 @ follower
D MEAN SUN 1 1 1 iln/a |None

f[a SATURN 427 442 7x61| 2x13x17|x8 |56~ 52+ 61~ 40~ 68 D 86~ 86
B JUPITER 315 344| 3%5x7 2x43(x 8 56 ~ 64 + 45~ 40~ 43 D 65 ~ 65
C MARS 133 284 7x19 2’x71|x 16 56~ 64 +38~40~ 71 80~ 80
D TRUE SUN 1 1 1 1|x 56 |56 ~52~ 56 @ follower

Figure 3. Epicyclic Mechanisms for the Cosmos. Fixed gears are underlined; blue gears calculate synodic
cycles; red gears calculate years; black gears are idler gears: all designated by their tooth counts. “ ~” means
“meshes with”; “ +” means “fixed to the same arbor”; “@" means “with a pin-and-follower, turning on the central
axis” or “with a pin-and-slot on eccentric axes”—creating variable motion (turquoise). Followers are slotted rods
that follow a pin on the epicyclic gear and turn on the central axis. For each mechanism, there is a fixed gear

at the centre, meshing with the first epicyclic gear, which is forced to rotate by the rotation of b1 or the CP. (a)
4-gear epicyclic system for the Line of Nodes. (b) 3-gear direct model for the true Sun. (c) 5-gear direct model for
an inferior planet for complex period relations, with variable motion calculated by a pin and slotted follower.
(d) 7-gear indirect model for a superior planet for complex period relations, with variable motion calculated by
a pin-and-slot on eccentric axes. (e) Period relations and gear trains on the Main Drive Wheel, b1; Mercury &
Vents share fixed 51. (f) Period relations and gear trains on the Circular Plate, CP, sharing fixed 56; gears also
shared between Saturn/true Sun and Mars/Jupiter (Supplementary Discussion $4).

In approximating 6, suppose rationales,
p/q and r/s, satisfy p/g < 0 < r/s.
Then (p + /(g + s) is a new estimate

between p/qg and r/s:

If it is an underestimate, it is a better

underestimate than p/4g.

If it is an overestimate, it is a better

overestimate than r/s.

bz 64

d2

Cl1

anomaly device

ez

FIG. 8.11. Gear train for the Moon's pointer, omitting the lunar anomaly device

between e2 and e1.

Jones, 2017



V1) Origin

From Syracus or Rhodos (and why)?

possible routes
of the ship to Italy

Possible journeys of the Antikythera ship from Greece to Rome.

lun4
1 Moon phase Moon phase
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O- lun1 lunZ True sun pointer
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Current date pointer
Mars pointer .
Jupiter pointer
Saturn pointer
Calendarring Zediac ring .='-
Jup1 sat1
sat? Mars front sub-plate
mar. enicpole
Zztum epleicle iE]
sat3 pirvsion
sat RE]
jup4 mar4d  mar3 pirveiat
- ZL@;Q pinvskts
venusfiniicie
sUn3 sun venl
Input crank sun2 mer1 L mer2
Ad 243 Menary
epkcycle
B1 ‘ ‘ o1
W1 L1 Wed B
g L- L2 B2 c2 D1 Internal mounting plate
N1 E1
M2 B3
N2 E2 D2
o M3 E3 £1
N3 P1 E4 G1
= K1 E5
Q1 F2 H1
iF} 60 K2
P2 E6 G2 I
H2
-t — = -
Olympiad pointer Metonic pointer Callippic pointer

Saros pointer
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V1) Origin

From Syracuse or Rhodes (and why)?

Syracuse: Rhodes:

Archimedes (287-212 BC) Hipparchus (190-125 BC)

Based on mechanical inventions of Archimedes Lunar anomaly fits best to Hipparchus theory
Month names agreed with used in that city Ship had cargo from Rhodes

Number of identified solar eclipses good for Style of writing points to 100-150 BC

Syracuse but bad for Athens and Rhodes

Machines for predicting celestial motions associated
to Archimedes mentioned in ancient literature
(e.g. Cicero‘s De re republica, 1st century BC)

Reconstruction: best fitted Saros cycle starts with new moon on 29 April 205 BC

Most likely was useless for predictions at the time the ship sunk (e.g. 70-60 BC)






Revealing the
Antikythera Mechanism,
Scientific Wonder

of the Ancient World
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High tech from Ancient Greece

Frangois Charette

The Antikythera Mechanism, salvaged 100 years ago from an ancient shipwreck, was long known to be

some sort of mechanical calendar. But modern

During renovation work in a northern Italian
palazzo, an enigmatic artefact comes to light,
he late fifteenth century. After inten-
siveanalysis, it is identified as a complex steam
engine — constructed 200 years before French
inventor Denis Papin's pioneering experiments,
and 300 years before the Industrial Revolu-
tion, Our view of the technical achievements
of the Renaissance is completely changed. The
reverberations are felt far beyond just scholarly
drcles.

True, this hasn't happened. But a cen
tury-old archaeological find is continuing to
force a comparable rethink of the technology
of classical antiquity. In this issue, Freeth
et al. (page 587)" present the most up-to-

And many more ...

icated it was.

Antikythera Mechanism
The oldest computer

and

Mechanical Cosmos

2" century BC

. by Xenopho Moﬁssas,

| ANCIENT TECHNOLOGY |

BY KRISTINA KILLGROVE

This week, researchers from the Antikythera Mechanism

announced new insights about the mysterious Antikyther

unusual artifact that has intrigued archacolog

and the public for decades. Here

sometimes called “the world's first comy

14 for the latest Interpretations of this singular object.

Archimedes’ fabled
sphere brought to life

Curator recreates a 2,000-year-old model of the Universe.

BY JO MARCHANT

mechanical model of the Universe
Aanrihu(ed to the ancient Greek math-

ematician and polymath Archimedes
has been reconstructed after more than two
millennia. The metallic globe, which repro-
duces the motions of the Sun, Moon and planets
across the night sky, is on display for the first
time, ata museum in Basel, Switzerland.

The model, built by Michael Wright, a for-
mer curator at the Science Museum in London,
is largely the product of erudite guesswork.
But astrophysicist Mike Edmunds of Cardiff
University, UK, says that it is a reminder that
geared machines in antiquity were probably
more complex than historians often assume.

Several ancient writers and poets describe
mechanical models of the heavens'. which they

Michael Wright's machine models the heavens.

15 Intriguing Facts About the Antikythera
Mechanism

The latest techniques reveal the earliest technology —
A new inspection of the Antikythera Mechanism

Andrew T. Ramsey

X-Tek Systems Ltd.. Tring, United Kingdom: Phone:
andrew.ramsey(@xtekxr

ay.com

Abstract

In the National Archaeological Museum in Athens sit the remains of a remarkable machine, 1600 years
ahead of its time. The Antikythera Mechanism. found on an ancient Greek shipwreck in 1901 is thought
to date from the early second century BC. Early examination of the mechanism gave rise to theories that it
was an astronamical computer. Later X-ray images revealed meticulous ancient workmanship not seen
- bronze interlocking gears and inscriptions. Last year X-Tek was asked to use its
graphy system, originally developed to inspect aircraft turbine blades, to do a

tion of the mechanism, which revealed det

mical calculator. capable of predicting th
1 remarkable accuracy, and could not only
were to occur.

zy microfocus X-ray computed tomogi
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Thales of Miletus, Archimedes and the Solar Eclipses on
the Antikythera Mechanism

Goran Henriksson

Department of Physics and Astronomy, Uppsala University, Uppsala SE 751 20, Sweden
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Abstract: Thales of Miletus (6407-546 BC) is famous for his prediction of the total solar eclipse in 585 BC. In this paper. the author

demonstrate how Thales may have used the same principle for prediction of solar eclipses as that used on the Antikythera Mechanism,

At the SEAC conference in Alexandria in 2009, the author presented the paper “Ten solar eclipses show that the Antil

Mechanism was constructed for use on Sicily.” The best defined series of exelig s started m 243 BC during the lifetime of
Archimedes (287-212 BC) from Syracuse. The inscriptions on the Antikythera Mechanism were made in 100-150 BC and the last
useful exeligmos started in 134 BC. The theory for the motion of the moon was from Hipparchus (ca 190-125 BC). A more complete
investigation of the solar eclipses on the Antikythera Mechanism reveals that the first month in the first saros cycle started with the
first new moon after the winter solstice in 542 BC. Four solar eclipses 537-528 BC. from the first saros cycle. and three one
exeligmos cycle later, 487-478 BC, are preserved and may have been recorded in Croton by Py oras (ca 575-495 BC) and his

school

Key words: Solar eclipse. exeligmos cyc! casonal hour, equinoctial hour.

44 1442 828700, Fax: +44 1442 828118:
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DIR 2007 - International Symposium on Digital industrial Radiology and Computed Tomography, June 25-27, 2007, Lyon, France

own computer is a mechanism

orPEN - A Model of the Cosmos

in the ancient Greek Antikythera
Mechanism

Tony Freeth'"", David Higgon?, Aris Dacanalis’, Lindsay MacDonald?,
Myrto Georgakopoulou®* & Adam Wojcik*

The Antikythera Mechanism, an ancient Greek ical has challenged researchers
since its discovery in 1901. Now split into 82 fragments, only a third of the original survives, including
30 ded bronze g . Mi X-ray Computed graphy (X-ray CT) in 2005

decoded the structure of the rear of the machine but the front remained largely unresolved. X-ray
CT also revealed inscriptions describing the motions of the Sun, Moon and all five planets known

in antiquity and how they were displayed at the front as an ancient Greek Cosmos. Inscriptions.

specifying complex planetary periods forced new thinking on the mechanization of this Cosmos, but

no ious reconstruction has come close to ing the data. Our di i

satisfying and explaining the evidence. Solving this complex 3D puzzle reveals a creation of genius—
ing cycles from Babyloni ve i

astronomical theories.

hanical
ation

sion of a geometrical
me out of nowhere.
1have been the internal
nechanism?

lead to a new model,

from Plato’s Academy and ancient Greek
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. Not only, but |t |s even full of gaIaXIes A
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So, how many stars in our galaxy and Materlal Sclence- ' '
how many galax|es m the Unlverse’? TS ca. the numbers of atoms ina dlce

x = . Life Science:
Stars i ‘our Ga_l;. XY ~200.000.000 000 * 7.9 billion humans (on earth)
10 qulntllllon (e.g. 1020) msects

-Galaxues in the Unwerse- ~1 oo ooo ooo ooo

Meteorology

~1 ()22 (Impossmle to dlrectly 5|mulate')
* ' e ' ~5x1 0“6 water molecules (m the oceans)
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Astro Quiz Aga




When was the first N-Body
integration performed? . ,
.. and reveiles us eyen the '

1941 with the help of light bulps A . _dynamic of the
1946 with the help of the ENIAC computer B
1960 with the help of the "Siemens 2002" computer c
. Bild: APOD 21. Jyli 2008, €emini Observatory
1981 with one of the first IBM 5150 Models D
1988 on the first Cray YMP super computer E
2013 on SuperMUC at LRZ F

Bild: APOD 23. Aug 2010, Alex Cherney, Terrastro



AN INTERNATIONAL REVIEW OF SPECTROSCOPY AND
ASTRONOMICAL PHYSICS

f THE ASTROPHYSICAL JOURNAL S

VOLUME 94 NOVEMBER 1941 NUMBER 3

ON THE CLUSTERING TENDENCIES AMONG THE NEBULAE

II. A STUDY OF ENCOUNTERS BETWEEN LABORATORY MODELS OF
STELLAR SYSTEMS BY A NEW INTEGRATION PROCEDURE

ERIK HOLMBERG

Experiment with light bulbs and
photo-electric detector.




Experiment 1: Experiment 2:
counter-rotating . co-rotating

Tidal arms !




L/

Experiment 1
counter-rotating




From Machines to Computers ...

a8 “‘I II

m " |

- . o

)

Difference Engine

Analytical Engine Babbage
(1 833; uncompleted)

(1838; uncompleted) 1791-1871

John Anasoff
1903-1995

Atanasoff-Berry Computer
1939-1942,

partially working

Quelle: Wikipedia



From Machines to Computers ...

The first programmable computing facilities
where developed during second Word War:

L oeeey
ol

l‘»r“:_ N ) 3 - I_ " ! '
i = =1
e tl8 "lﬂ" Do

Z3, 1941-1943 (Germany) Colossus, 1944-1945 (England)

N
-

> Aerodynamic computations for > Was used to decipher the Enigma secret codes
airplane wings > Was destroyed after second Word War

> Destroyed in a bombing in 1943 (order by Churchill)

> Reconstruction displayed in the > Watch the movie, it‘s great!

German Museum here in Munich!

Quelle: Wikipedia



From Machines to Computers ...

Finally, ENIAC was declared to be the first
programmable, electronic computer:

ENIAC,
1946-1955
(USA)

> Computing of ballistic tables for the military
> After that, non military development started (IBM)

Quelle: Wikipedia



HPC Challenges in Astrophysics

II) Simulating



The
Computational
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protoplanetary discs black holes



Dark Matter
0.864 pc

stars

VE

protoplanetary discs black holes

" 92.8 AU



How to do simple an N-Body simulation:

Arp 87 (Nasa)

j=N
Gm,; mj ~
Fz - — E 2 1]
re.
J=0,j#% 4

But remeber:
1011 Stars per galaxie!




How to do simple an N-Body simulation:

Particle distribution - Arp 87 (Nasa)
Jj=N
Gm;m; .
F. = — 5.
t ’f'2 1]
Jj=0, j#i Y

But remeber:
1011 Stars per galaxie!




How to do simple an N-Body simulation:

Particle distribution ! Arp 87 (Nasa)

But remeber:

Using individual time- REIEICTEY IR EIENT
steps for the particles

all particles ~  only some particles only some particles



How to do simple an N-Body simulation:

Particle distribution

Equal number

j=N
Gm;m;j .
F:,; = — r;;
r2. J
Jj=0, j#i v

Distributing the particles
across 8 computers

But remeber:
1011 Stars per galaxie!

Arp 87 (Nasa)




How to do simple an N-Body simulation:

Particle distribution

j=N
Gm;m;j .
F:,; = — r;;
r2. J
Jj=0, j#i v

_ _ _ But remeber:
Distributing the particles REUEKIEIEE @& L

across 8 computers

Usage of space
filling curves!

Equal number Equal work

Arp 87 (Nasa)




How to do simple an N-Body simulation:

Particle distribution - Arp 87 (Nasa)
Jj=N
Gm;m; .
Fz' = — 5 I‘,,;j
re.
Jj=0, j#i Y

_ _ _ _ But remeber:
Distributing the particles REUEKIEIEE @& L

across 8 computers

Usage of space
filling curves!

Equal number Equal work Equal number & work



Can we explain observations of merging galaxies?




Q... ~ 0.002

How to do cosmological N-Body simulation: Ques - 0.038

'Q, ~0.693 |

-10 -5 0 5 10
X

1. Discretize the space



Q... ~ 0.002

How to do cosmological N-Body simulation: Ques - 0.038
', ~0.693 |
LN s e e S A e BB

1. Discretize the space 2. Imprint of observed
density fluctuations



Q... ~ 0.002

How to do cosmological N-Body simulation: Sragintic2s

-10 -5 0 5 10
X

3. Solve the equations of
motion

dm

'Q, ~0.693 |

10 iy

_yq BRI SRR s i

HEEREREEH

PO SN

-10

-5 0 %) 10
X

2. Imprint of observed
density fluctuations



Growing computing power helps since then

1 01 ) - direct summation 18 —
P°M or AP'M
B distributed-memory parallel Tree > x 7]

parallel or vectorized P°M

distributed-memory parallel TreePM -

L (Springel 2005) _

10°— e —

simulation particles

[ 1] Peablas {1973) [10] Warren, Quinn, Salmen & Zurek (1982)

| 2] Miyoshi & Kinara (1975) [11] Gl & Bestschingar (1564 1
[ 3] White {1876] [12] Zurak, Quinn, Salmon & Warren (1994)

| 4] Aarseth, Tumer & Goft (1979) [13] Jenking et al, {1568)

| 5] Efstathiou & Eastwood (1981) [14] Governalo af al. (1969)

[ 6] Davis, Elstathiou, Frenk & While [1285) [15] Bade, Bahcall, Ford & Osirker (2001)

[ 7] White, Frank, Davis, Efstathiou (1987) [16] Goloerg &t al. (3303) —
[ B] Carberg & Couchrman [1983) [17] Warnbspganss, Bode & Oatriker [2004]

| 9] Suta & Suginohara {1591) [1€] Springed at al, {2005)

]
1970 1980 1990 2000 2010
year




Growing computing power helps since then

1012|— +Euc|id FLAGSHIP

+ Potter+ 2017

|IIIIIIIII|IIIIIIIIIIIII[III[II[III[II Mi"eniumXXL
Angulo+ 2012

1 01 ) - direct summation 18 —
P°M or AP'M
distributed-memory parallel Tree > x 7]
parallel or vectorized P°M

distributed-memory parallel TreePM

% 14
=
= - 12 i3
lé‘ L (Springel 2005) |
= 11
g 5
,-_g 10 10
B
E '
W
[ 1] Peablas (1970) [10] Warren, Quinn, Salmen & Zurek (1983)
-I 04 | [ 2] Miyoshi & Kinara (1975) [11] Gaib & Sestschinger (195692) |

[12] Zurak, Quinn, Salmon & Warren (1994)

4 | 4] Aarseth, Tumer & Goft (1979) [13] Jenking et al, {1568)
| 5] Efstathicu & Eastwood (1981) [14] Govemaln af al. (15959)
/ [ 6] Davis, Elstathicu, Frenk & While (1835]) [15] Bade, Baheall, Ford & Osirier (2001)
— | 7] White, Frank, Davis, Efstathicu (1987 [16] Goloerg &t al. (3303) —
3 [ B] Carberg & Couchrman [1983) [17] Warnbspganss, Bode & Oatriker [2004]
2 | 9] Susa & Suginohara {1591) [18] Bpringed at al, (2005)

102|IIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII |

1970 1980 1990 2000 2010 2020
year




nce

Growing computing power helps s

//
H

created b

Z3, 1941-1943 (Germany) | SuperMUC, 2013- (Miinchen)
5 Computations per second 3 Petaflops (3*1075 per second)

1012|— Edclid FLAGSHIP
+ < Potter+ 2017

y LRZ (2012}

| LA L L L L L L L L /MilleniumXXL

. . 2" Moore‘s Law: Doubles all 1.5 Years
L e ¥ (but see talk by Zhukov)
” 10°— :::d-v::yw::lemePM “/ . il
| ' Z3 - SuperMUC: 1.4 Years
g 10°+ / m —
N-Body: 1970-2010: 1.3 Years
10 'm"l'/./?,.1.11...,“”1H“““111,.“.“, I
1970 1980 1990 2000 2010 2020



HPC Challenges in Astrophysics

III) The Physics



The
Computational
Challenge

stars

¢« g
; ’»f‘"--“"}:" -
Y é k;“‘

galaxy clusters

multi-scale,

multi-physics
ed-\\lm

terstetiar ™

protoplanetary discs black holes



The = o divmM  ears
Computational :
Challenge

¥ . A
A K

multi-scale, galaxy clusters

multi-physics
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The . large scale structure me dium

Computational
Challenge

multi-scale,
multi-physics
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electrons 1 kpe 700 km 6 km
protons

29000 km




Q... ~ 0.002
0.038

Basics: hydro-dynamics for simulations oo 20267

Lagrangian

discretize mass O
papeg o\
C o}
G‘PI
Can gl
N’ 0.0
A

—Y

Lagrangian
derivative

Hydrodynamic methods and

Q, ~0.693

sub-resolution models
for cosmological simulations

Milena Valentini* ™% and Klaus Dolag**+¥

change at

fluid location fluid element

moves

f + §-V

Ot “~
e convective
Eulerian derivative

derivative

Eulerian

1 1 1
discretize space

I 1 1 I I 1
L I R I Y B
| | | | | |
1 1 1 ] I ]

Easy to couple to classical
N-body simulations.

a) Discretize either mass or volume



Basics: hydro-dynamics for simulations

Lagrangian ‘ Eulerian
1 1 1 T T 1
O e\\\o change at o T
. (ORN fluid location  fluid element Ty H
O moves X | X "
! €l \ d ) e e __J__L_J/_L_J__L__
Troeromll G - 5 LS e
9 F—1~-~-r~ e M
) O/ ,I —~ —~— convective L L L]
0\ h. Lagljaug_ian E‘L‘I‘]Ev‘l‘ii},lvl derivative ! _.-I\" ! _.I.—.Iv !
i Q/O derivative derivative L I
-~ - | | I I | |
Continuity equation
dp - dp =
— 4+ pV.d =0 — 4+ V. (p¥) =0
dt —— ot —_——
—~ divergence divergence
clcllzeu;gﬁ\?f of velocity of mass fAlux
Momentum equation
dd - - v = - -
p— = — VP — pVo p—+ pt(V-U) = —VP—pVd
dt —~— —— ot ——
S~ pressure - . 1
dient gravitationa momentum flux
change of gradien force in and out
momentum
First law of thermodynamics
du P~ 2 A(u, p) Jd(pu) - :
— = —-=V.7-n? = -V -[(pu+ P)7] —n?A(u, p)
dt P P ot e —
change of change of divergence
a ) : f . a N
energy pger mass agﬁg}ig;ic lcc):;,eﬁnby energy per of energy flux
’ i & volume
Kernel density estimate Reconstruction
— Density
— Kernels W iU U
fru(x) = ﬁ?”‘
— PCM
—PLM T 0.
— PPM ol s
ns05 0,
“ll
W5 Uy T
U, =?-ﬁ “nfl).Sﬁ
. J“LL.; Tocs ’
fa¥aWal O 1 1 1 1 1
I A NS T T T T T
Particle 123 4 56 n-2 n-1 n n+1 n+2

Fig. 3.2. Comparison of the concept of Lagrangian and Fulerian formulation of hydrodynamics

and the resulting set of equations.

Hydrodynamic methods and
sub-resolution models
for cosmological simulations

Milena Valentini* ™% and Klaus Dolag**+¥

a) Discretize either mass or volume
b) Solve the Euler equations

Q.. ~ 0.002
Q.. ~0.038
Q,, ~0.267
0.693

o]
>
t
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Basics: hydro-dynamics for simulations

Q.. ~0.267
|n,\ ~ 0.693

L e

e e b
B e o ey
R e e
e e e

!

Smoothed Particle
Hydrodynamics (SPH)
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3. Solve the equations of 4. Add additional component
motion to the fluid
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5. Solve the equations including 4. Add additional component

motion for hydrodynamics

to the fluid



Galaxy clusters, the hot atmosphere of massive galaxies

Mach number:

z=15.862

3

Galaxy Clusters:

M ~ 2x1075M,,,
almost 10° part in R;,
~ 90.000 galaxies

~ 250.000 timesteps

8gas/stars ~ 240 pc/h
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Basics: hydro-dynamics for simulations 0. - pooe

Q, ~0.693

Lagrangian ‘ Eulerian Hydrodynamic methods and

T T T T T sub-resolution models
o o i fion models
® 3 change at "7 for cosmological simulations
d ORN fluid location  fluid element Ty H
',/ G' O\ d ,—gﬁ maoves | —: - :_ _J/:_ _‘j—::_ N Milena Valentini* % and Klaus Dolag**+¥
= =, | | I L |
: ®) C g i = % + -V | et T 1072 e e L e e B ARSI
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) Lagrangian Eulerian derivative [ ! 10-21 __ 10-21 L s e _
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Kernelys - Fig. 3.9. Left panel: The total cooling curve (solid line) and its composition from different pro-
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fn’liggl\/_[ P e cesses for a primordial mixture of H and He. Figure taken from [17]. Right pancl: The total cooling
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was! ', by molecules (e.g., HD and H2) and metal lines. Figure taken from [122].
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Fig. 3.2. Comparison of the concept of Lagrangian and Eulerian formulation of hydrodynamics C) Inc‘ ude coo‘ing due to radiation

and the resulting set of equations.
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Basics: Simulation of star-formation
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Basics: Simulation of star-formation

Effective sub-grid
model

ﬂ;jev - j :ev j\’[bfl

([(ph wp + p('“r')

dt

)e
= — Ao prun) + .f;—usx - (1-58)5

Pe
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formation 7y

‘\.[sf'l' - f*
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dvn

dp.

—p —
dt

« 3 Phases
4 Phases

Extensions:

—

—

Different Variants:

Equilibrium solution
 Dynamical solution
 Empirically motivated

 Theoretically motivated
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System of
differential
equations
-> Solutions

 Stellar/Chemical Evolution
« Kinetic feedback
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Basics: Including Black Holes in Simulations

Sub-grid model for handling black holes in cosmological
simulations:

Springel & Di Matteo 2006

Seeding Growth of Black Hole

Constant seeding
Seeding on m-sigma . 2 4."-002 M.Q p
Mg =ax AwRgpc, =~
ll B B p 8 ( cz + v2 )3 /2

Accretion on BH - . .

o.-Bondi (Springl & Di Matteo 06) M, = min(Mp, Mgq4q) n=eg, — i

B -Bondi (Booth & Schaye 09) TP g eficensy
T thOU INg eficienc

cold/hot (Bachmann et al. 14)

: . )
H Feedback by Black Holes Epgn = nMpyc

Feedback .
Thermal (Springel & Di Matteo 06) Lya = 0.1 x M, ? N
article kicks

(particle-based)

Bubbles (Sijacki et al. 07)

Thermal

Mass dependent (Steinborn 2015) Ereed = f X Liq Kineti
back — inetic
v v = )

. /‘ / & 7\
Merging — Positioning: ;L\\\M/{;
Instant merging Pinning to min. Potential N
Based on velocity Flreel floatingl : é / L/\Z/m\\?\ 3
h,

-
/ /./ Injection of

(grid-based)



Large impact of Black Holes on galaxy evolution

T= 0Myr

10 kpc/h







Large impact of Black Holes on galaxy evolution

Magneticum/Slow

BH seeding: halo stellar mass
and gas to stellar mass fraction;
BH mass at seeding scaled

via Mer/Mstar relation

BH feeding: Bondi formula,
boosted a=100; in some runs,
hot and cold gas accretion,
a=10 for hot, 100 for cold gas

BH dynamies: dynamical friction
and boosted dynamical mass

Eagle

BH seeding:
halo mass > 1.5x101° Mg

BH mass at seeding: 1.5x10° Mg|.

BH feeding: Bondi formula, ®

not boosted, reduced for gas
with high angular momentum

BH dynamics: repositioning via
pinning on minimum potential

Simba

BH seeding:
stellar mass in halo > 1073 Mg
BH mass at seeding: 1.4x10* Mg,

BH feeding: torque-limited cold
gas accretion capped to 3xM,
and Eddington limited Bondi
accretion for hot gas (a=0.1)

BH dynamics: repositioning, BH
fixed to local potential minimum

4

feedback

feedback

feedback

bipolar outflows,

zero opening angle,

// to angular momentum
of the accretion disc

M, = 0.02Mpgq

X-ray feedback
heating gas

Hlustris

BH seeding:
halo mass > 7.1x10'° Mg,
BH mass at seeding: 1.4x10° Mg

BH feeding: Bondi formula,
a=100, accretion reduced if low
gas pressure surrounding the BH

BH dynamics: repositioning, BH g

fixed to local potential minimum

feedback

**+... radiative electro-magnetic

'
[y

lHlustris-TNG

BH seeding:
halo mass > 7.4x10'° Mg,
BH mass at seeding: 1.2x10° Mg,

BH feeding: Bondi formula,

.

*., AGN feedback changes
gas cooling rate

.
0y

0y

S D

O, = 00501,

.

AGN Feedback

in simulations
feedback

Tg, radlatlve electro-magnetic

AGN feedback changes
gas cooling rate

.

. .
s

L

.

. M f(MBH) <0.1Mpgyy

unboosted K t
BH d ies T itioni . l v Particle kicks
H dynamics: repositioning via (particle-based)
pinning on minimum potential
(New)Horizon-AGN
feedback

BH seeding:

starforming gas, 0> 20-100 km/s| .

BH mass at seeding: 10° Mg

BH feeding: Bondi formula,
not boosted, Eddington-limited

BH dynamics: drag force of
the gas onto BH and enforced
mesh refinement around the BH

Lt on BH spin

O — 00101,

radiative and jet efficiencies,
and jet direction depend

Hydrodynamic methods and
sub-resolution models
for cosmological simulations

Milena Valentini* ™% and Klaus Dolag**+¥

€, accretion efficiency

/'—'—.__-

k €pcoupling efficiency

N

Kinetic Thermal
-
KU
(==
I
e
-
(o basec)



ITlustrisTNG Ramses CROCODILE

Magneticum Astrid Obsidian

Francisco Villaescusa-Navarro (CAMELS, www.camels-simulations.org) https://users.flatironinstitute.org/~fvillaescusa/Movies/Miscellaneous/
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What happens when you
heat water in a micro
gravity environment ?

The bubbles get smaller

The bubbles don't rise

A single bubble forms and rises as fast as it grows

No bubbles form

Bubbles rise with supersonic speed



What happens when you
heat water in a micro
gravity environment ?

1g (Earth) Micro-g (space)

The bubbles get smaller A
Credits: E. Churazov

The bubbles don't rise

A single bubble forms and rises as fast as itgrows €

No bubbles form

Bubbles rise with supersonic speed E



None Cool Core cluster, - Cool Core cluster,

Cosmological velocity field mainenergy ; AGN feedback main energy
source for ICM {5 : source for ICM

Wise et al. 2006
COMA (cHANDRA)

CC vs. non CC Clusters

also feature differnt non thermal
features (active AGN in center)

HYDRA (chandra)

630 kpc

|0 arcmin

Central part of Galaxy Cluster

A

3

Size of the Galaxy




Large impact of Black Holes on galaxy clusters

expansion velocity v, : L, » 7 PV » P4pRv,,

7-1 o Soundwaves!

(This cosmic soundwave is 57
octaves lower than middie-C!)

rise velocity v » /gR
V, »V

exp rise

Allows to measure

ernergy deposited in
the ICM.

L »10™ erg/s

3" ' o o 2" , . | Y
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CHANDRA X-RAY [SounD WAVES]

Churazov et al. 2000
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What do these images show?

VR =10.5 knots R /R

Illustration of Echeneis naucrates

cAPTAIN!
WERE STuck!

Interface detection
Nansen wake




What do these images show?

VR =10.5 knots R /R

Jo: ancient galley
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Cleopatra

Ikm \\

mbraci Gulf
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Interface detection
Nansen wake

Octavian




THE NAVAL BATTLE OF ACTIUM AND THE MYTH OF THE SHIP-HOLDER:
THE EFFECT OF BATHYMETRY

Johan Fourdrinoy, Clement Caplier, Yann Devaux and Germain Rousseaux, CNRS — Université de Poitiers — ISAE-
ENSMA - Institut Pprime. France

Areti Gianni and Ierotheos Zacharias. University of Patras, Greece

Isabelle Jouteur, Université de Poitiers. Forellis France

Paul Martin, Université de Montpellier. France

Julien Dambrine, Madalina Petcu and Morgan Pierre, Umversité de Poitiers, Laboratowre de Mathématiques et
Applications. France.

SUMMARY

A myth of antiquity 1s explained with modem science in the context of an ancient naval battle. A legend was invoked by
the admiral Pliny the Elder to explain the defeat of Antony and Cleopatra against Octavian at the naval battle of Actium.
A fish. called echeneis or remora. 1s said to have the power to stop ships or to delay their motion by adhering to the hull.
Naturalists have since studied how the fish sucking-disk with its typical pattern of parallel striae sticks to its host. Here
we show the pattern of the free surface measured in a towing tank in the wake of an ancient galley 1s similar to the striae
pattern of the fish. We have measured the bathymetry at the mouth of the Ambracian Gulf that influenced the physical
environment of the battle. The computations demonstrate the increase of wave resistance of a galley as a function of the
draft to the water depth ratio in shallow water corresponding to the appearance of a particular wake pattern: the echeneidian
free surface pattern.

VR =10.5 knots R R,

Illustration of Echeneis naucrates




S5  CONCLUSIONS

For the first time since twenty centuries, we have shown
conclusively that the global pattern of the free surface
measured m this work with modern and non-intrusive
optical methods in the wake of an ancient galley moving
in shallow waters 1s similar to the pattern of striae on the
sucking-disk of the echeneis fish. Hence. the Antonian
boats have been influenced by a physical echeneis and not
a biological one during the battle of Actium. From the
analysis of the resistance charts, we have demonstrated
that the Antonian fleet was unable to use the ramming
tactics because the wave resistance was mcreased up to ten
times compared to the Octavian fleet. By a strange
comcidence (or maybe not a hazard?). several centuries
later another naval battle at the same location produces the
same astonishment for the final result: Preveza battle in
1538, where the Ottoman forces fought against the
Christian navy and. to the general surprise. won. The
Ottoman fleet under the command of Barbarossa with the
smallest boats albeit considered as inferior. prevailed.
Another possible explanation for the boats difficulty in
manoeuvres 1s the dead-water phenomenon. which can be
encountered, for example, in the Northern fjords where 1ce
melting creates two water lavers of different densities,
with a sharp interface between fresh and saline water (see

. 1_.‘.'
D)
A

7

B

5]

4

R (N)

=
- 4

“Trireme T'h = 0.35
—Decarema Trhi= 0.71
Decareme Tih = 080

Decarema Th= 0.0%

e
I —— )
P

Figure 3. Calculated total resistances,
composed by a wave making resistance and
a viscous resistance, as a function of Frh for
a varving ship draft to depth ratio.
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The dual nature of the dead-water phenomenology:
Nansen versus Ekman wave-making drags

Johan Fourdrinoy®(®, Julien Dambrine®(®, Madalina Petcu®“4, Morgan Pierre®, and Germain Rousseaux
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A ship encounters a higher drag in a stratified fluid compared
to a homogeneous one. Grouped under the same “dead-water”
vocabulary, two wave-making resistance phenomena have been
historically reported. The first, the Nansen wave-making drag,
generates a stationary internal wake which produces a kinematic  Cleopatra’s large ships lost when they faced Octavian's weaker vessels. Might the Bay of Actium,

drag with a noticeable hysteresis. The second, the Ekman wave-  which has all the characteristics of a fjord, have trapped the Queen of Egypt’s fleet in dead water?
making drag, is characterized by velocity oscillations caused by
a dynamical resistance whose origin is still unclear. The latter has
been justified previously by a periodic emission of nonlinear inter-
nal waves. Here we show that these speed variations are due to

This work is part of a major projec’t1 investigating why, during the Battle of Actium (31 BC),

So now we have another hypothesis to explain this resounding defeat, that in antiquity was
attributed to remoras, ‘suckerfish’ attached to their hulls, as the legend goes.

. . . . . . 2
the generation of an internal dispersive undulating depression —m; =053 g/ V.*° =34 cm.s™!
produced during the initial acceleration of the ship within a linear i —my=0.68g / V,° =4.6 cms™!
) ) ) ] ] . 1.5 m; =0.83 g / V. =5.0 cn.s™?
regime. The dispersive undulating depression front and its subse- me=103g / V.® = 103 cm.s-!
quent whelps act as a bumpy treadmill on which the ship would z N, S - =—
move back and forth. We provide an analytical description of the \Z 1 /{'

o |

coupled dynamics of the ship and the wave, which demonstrates .. . v o] (T e s Vo i T
the unsteady motion of the ship. Thanks to dynamic calculations 105;3‘”’:"’“ I ]III:II:'?“?/ 0.5 ‘//MW’“M

substantiated by laboratory experiments, we prove that this oscil- -« °; [ I l l'j . 05/\M~— /
lating regime is only temporary: the ship will escape the transient P S—— T % w 0
; . ; L. ; ; . i § 0 10 20 30 40 50 60 70
Ekman regime while maintaining its propulsion force, reaching <5} Wm0 | . . Il:t:ll fSos [ t [s]
- . . - m 0 A 2 |
the asymptotic Nansen limit. In addition, we show that the lateral P . Bt
confinement. often imposed h}" experimental setups or in harbors ‘fg By/W=0150 ) =3 »05/ Fig. 1. Time evolutions of the ship speed for different constant towing
d lock ' b illati d difi h . 48 ; ‘ 16 % L forces. In yellow (purple), the ship reaches an oscillating (ballistic) regime.
and locks, exacerbates oscillations and modities the asymptotic € o >— os[ i Speed error AVs=7.2x10"%Vs+1.8x 107* [m-s"]. Configuration

speed. T T 1 e o 553 w0  data are given in SI Appendix, Table S1.



Do rising bubles in galaxy clusters drive interna waves?

Generation of Internal Waves by Buoyant Bubbles in
Galaxy Clusters and Heating of Intracluster Medium

Congyao Zhang,!* Eugene Churazov,!? Alexander A. Schekochihin®*

1 Mazx Planck Institute for Astrophysics, Karl-Schwarzschild-Str. 1, D-85%41 Garching, Germany
2 Space Research Imstitute (IKI), Profsoyuznaya 84/32, Moscow 117997, Russia
3 Rudolf Peierls Centre for Theoretical Physice, University of Oxford, Ozford OX1 3NP, UK
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Figure 1. Sketch showing a bubble rising in a stratified medium.
The bubble rises at the terminal velocity when the buoyancy force
is balanced by the drag force. The gray, black and orange lines
show schematically sound waves, turbulence, and internal waves
excited by the moving bubble, which all can contribute to the
total drag.

Figure 2. Chandra 3.5-7.5 keV band image of the Perseus cluster.
The bubbles appear as dark (X-ray dim) regions in this image.
“Active” bubbles (radius ~ 7kpc) are marked with black dashed
circles. They are surrounded by quasi-spherical weak shocks (ra-
dius ~ 14 kpc), shown by yellow circles. The outer bubble, to the
NW from the center, has the “horizontal” and “vertical” (radial)
sizes L ~ 25kpc and h ~ 7 kpc, respectively. Thus, its aspect ra-
tio is ey, = L/h ~ 3.6. We argue that for such bubbles the effects
of stratification dominate in the total drag force.

y = 100 kpc

x (kpc)
8,
& (km’s%)

x (kpc)

3,
& (km? s7)

x (kpc)

Figure 8. Time evolution of 1D slices of the specific kinetic en-
ergy of the gas at y = 20kpc (bottom panel), 60 kpc (middle
panel), and 100 kpc (top panel) for the run GE4L12V30. The pe-
riodic pattern reveals internal waves propagating outwards (up
and down in this plot). The period of internal waves is approx-
imately Tiw ~ 3 — 4Gyt at y = 20kpc and T}y, ~ 4 — 6 Gyr at
both y = 60 and 100 kpc (marked in the panels, see Section 4.2).
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The Computational Challenge
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MAGNE TICU M=

Box1 Box2b Box4
[Mpc/h] 2688 896 640 352 128 48
2 x 4536 ) 2 x 15262 2 x 5943 2 x 2163 2 x 813
hr 2 % 2880° 2 x 15843 2 x 5763 2 x 2163
uhr 2 x 15363(z =2) 2 x 576°

Setup:
2x4536° = 186.659.085.312 particle
Almost 20 times size of ILLUSTRIS or EAGLE

Full Physics + improved SPH:
200 bytes per DM particle, 456 bytes per GAS particle

Complete SuperMUC Phase IlI:

6 X512 x 2 x 28 = 172032 tasks
1 MPI task per socket, 28 OpenMP per MPI

68.5 TB for single checkpointing
reaching 170 Gbyte/sec, more than 3 Peta byte written

Dying nodes are the main hassle!
12h longest contineous run, checkpoints all 1.5h



Leibniz-Rechenzentrum
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!
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Box1 Box2b
[Mpe/h] I/ 2688 896 640 352 128 48
mr 2 x 1526° - 2 x 5943 2 x 216° 2 x 81°
hr - 2 x 2880° 2 x 15843 2 x 5763 2 x 2163
uhr - - - 2 x 15363(z =2) 2 x 576°
Writing Peak 170 Ghyte/sec
2\ w0 550 sec
£ 127 Ghyte/sec -
A I1YIERIN 1 R el
; Ill|'l' i N N} BN BN BN AN ARE BN
ésits@ 15 I'-'IBJIr L st 46 ag8 GBJIr A g 166 55 GBJIr I"-'I 19° G @ @
1/0: Gadget mternal
Reading 2048 tasks in parallel
460 sec ot =
152 Gbyte/sec =5




The Computational Challenge

MAGNETICY
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89.66 kW Average
88,88 kW Average
88.95 kW Average
89,31 kW Average
89.51 kW Average
89,18 kW Average

129.72 kW Max
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130,40 kW Max
131.31 kW Max
130,03 kW Max

O ic02 52.47 kW Last 54.89 kW Average 64,01 kW Max
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Sun 0Q: 08 Sun 12:00
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V) Parallelization



Interplay of different physics modules in Gadget3

Gadget

Various physical
processes on various
timescales ...

Global time-step Level

Gravity

Intermediate time-step Level

Smoothed particle

|_Tree
hydrodynamics

Lowest time-step Level

Gravity

Radiative losses

| Tree-walk

Magneto-Hydrodynamics +
| Tree-walk
Cooling Chemical network /\
Molecular Network + ; I O c a I

Stellar evolution

Stellar feedback /

| Black hole treatment

7
| Tl \m Con. gradient
Long Range Gravity
[P gravity FFTW

" (Work load balancing

Stellar Evolution

Stellar Feedback
| Tree-walk

Black Hole Feedback

Tree-walk

Domain Distribution

Tree-Construction




Interplay of different physics modules in Gadget3 G d t

i i Global time-step Level
Various physical
processes on various
ti mesca I es Intermediate time-step Level
+ + 1 Compute local
. C u ill ex; i - -
Lowest time-step Level contrlbutlons
Graviey + l to forces
M P I | Magneto-Hydrodynamics export list
| ‘ full ?
Communication —
needs to be OpenMP
buffered/chopped! 4
(loop over
particles)

3
Compute local | 1 Fill return list
contributions

3

Thermal Conduction N\ all done ? no_
Compute

3
Long Range Gravity \ 3 yes J contributions
Domain Distribution fo r eXte rna I
cells/particles
Tree-Construction




Global time-step Level Tree-walk like, process all active particles

MPI level

Intermediate time-step Level

Compute local | Fill export list |

Lowest time-step Level e

Gravity
Tree-walk
Magneto-Hydrodynamics export list
[ Treowalk | -

Cooling

Molecular Network

Stellar Evolution

Stellar Feedback
Tree-walk Cnmp!.:te l'm:al | Fill retarn list |
contr
Plack Hole Feedback
How to count e
WO¥r k I oa d ? el Gl all done ?
Tree-walk

Long Range Gravity

Io

Domain Distribution

6636e-06, Dloga: 1.56817e-05

i Occupied timebins: non-cells cells dt ve A D avg-time cpu-frac
| o o 88467428683 83736416883 0.008029050471 187287 4 < * 712.64 22.0%
X bin=19 4161559798 7573611723 0.004014525236 1508395806 219.80 6.8%
X bin=18 689640843 1347123564 0.002007262618 3348786547 63.43 3.9%
X bin=17 114047063 493679540 0.001003631309 1312022140 100.57 12.4%
X bin=16 424984562 98886753 0.000501815654 704295537 14.78 3.7%
X bin=15 149882337 22957206 0.000250907827 180424222 24.04 11.9%
X bin=14 1436369 5551598 0.000125453914 7584679 5.78 5.7%
X bin=13 10827 562559 0.000062726957 596712 3.46 6.8%
()\lE!fI!(!El(’ X bin=12 453 22095 0.000031363478 23326 2.38 9.4%
(’(""i"ilt(;(’ X bin=— 10 768 0.000015681739 778 2.20 17.4%
PM-Step. Total: 94008990945 93278812689 Sum: 187287803634




Various physical
processes on various
timescales ...

MPI:

Communication
needs to be
buffered/chopped!

The GPU
Challenge

Goal:

10° Cores
+

104 GPUs
+

Physics

OpenACC

Ragagnin+ 2020, ParCo 2019,
Vol 36, p 209 - 218,
arXiv:2003.10850

Interplay of different physics modules in Gadget3

Gadget

Global time-step Level

2

Intermediate time-step Level

Compute local

3 3 1
C ute local Fill ex li - -
contributions
+ l

\ to forces
Magnetd dodynamics export list -

full ?
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e : OpenMP
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Stellar Feedbac! — ‘ p a rt i c' es )
Compute loca ill return lis:
e
Black Hole Feedback
3
3
I Compute
e $e .\ contributions
Domain Distribution fo r eXte rna I
cells/particles
Tree-Construction




Interplay of different physics modules in Gadget3 cpu |
1 I
Global time-step Level I .
3 | =
Intermediate time-step Level I

Compute local
contributions

= .aport list

Lowest time-step Level

Magneto-Hydrodynamics

export list
full ?

Cooling

Molecular Network
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nxa

Stellar Feedback

A
8¢ pute Ig
i trlbu q

Black Hole Feedback

Thermal Conduction

all done ?

. g

Long Range Gravity 3 ves

Domain Distribution

Tree-Construction

i

asynchrones hybrid approach ! =




Performance analysis (see talks by Zhukov/Ernst)

|1G 900 ms |17 000 ms

|17:>00m |

| 0 m

Density iteration

CPU tree walk

N

Data to GPU

X

| <—MPI

MPI
communiaction

X

Upload data to GPU -

GPU computation

GPU computation

Download data from GRU—————————> I
GPU computatian — ‘
Af

e Partcies

256 Nodes with GPUs, 48 Million part/node

Step 0, Time:

CPU only GPU

total 356.60 153.

treegrav 112.32 44 .
treebuild 17 .64 28.
treewalk 86.22

pmgrav 52.42 16.

peano 12 .32 4

0.0163934, CPUs:

Result to CPU

Gadget

256
hybrid
48 s e _
08 Significant gain!
08 /
92
.94



115500 ms |16.000 ms |16.500 ms |17-000 ms |17-500 ms |18.000 ms |18.500 ms
X

Performance analysis (see talks by Zhukov/Ernst) Gadget

N

MPI 1 iteratio

communiaction [TBRRIAIT] _oravty do neration |

. [ covar]

| Upload data to GPU - S P
Download data from GPU——————> [ |

GPU computation GPU computation —
of guest particles

DA AIL gravity do iteration |

But: Timestep hierarchy! .. . ... |

256 Nodes with GPUs, 48 Million part/node \

Result
———————————————

Step 0, Time: 0.0163934, CPUs: 256 to CPU —
. |
CPU only GPU hybrid GPU computation
to tal 356 L] 60 15 3 . 4 8 Sync-Point 778948, Time: 0.304166, Redshift: 2.28768, Systemstep: 7.4529e-08, Dloga: 2.45027e-07

mﬁ:l;muuiz’:::;:il.als’?:: 0 :;1003130’ :71:::::;: A E .':;:*:.0 GN’;I’::

treegrav 112.32 44.08 et s Gl Ghanmas  wbew o B8 o)
. X bin=14 62615764 27335556 0.000135‘53’1; 121022692 < * 273.60 1‘.;\

treebuild 17.64 28.08 fuTE  lmm nme  meenss  oammmo md o An

: he tumsmn  mhs  nR ua

treewalk 86.22 8.90 : e tuwmmaw oumm o pd R

X bin= § 0.000000245027 B 0.35 9.5¢

ngrav 52 . 42 1 6 . 92 X bin= 6 000000490054 424 0.39 5.2%

Total active: Sum: 121022692

peano 12 .32 4.94




HPC Challenges in Astrophysics

VI) Basic precision



Now ,,High-Precision Cosmology* era, need to reach % precision!
How good do we understand Dark Matter only simulations ?

—— RCUT7 —— tree

P(k)/P(k)gm

k [h/Mpc]

—— ASMTH15 ~—— MO3
1.04 1 —— ASMTHA45 — MO4 — single
—— FMM1024 —— RCUT4
102+ Separation scale
PM vs. Tree
1.00 -
0.98 -
0.96 - )
Nuisance parameters !!
101!
G4 Tests
Name ASMTH RCUT PM Box
BeHomo 1.25 4.5 1024 500
Benchmark 3 6 512 500
configl 1.25 6 1024 500
config2 2.5 6 512 500 |
config3 5 6 512 500
COUNT 5

Castro+ 2024

—— smoothing05
—— smoothing2
—— std
— 2149

Softening!

A
— —— ErrTolIntAccuracy0025
e 1.04 {4 —— ErrTolTheta07
3 —— ErrTolThetaMax04
g —— MaxSizeTimestep001
-
€ n]1.02-
=5 Y=
% o
S5
[7) g 1.00 A
-
g g
C) S
Q
o B | 0984
o
il
£
TS § .
vvo'% Accuracy settings
' ' =TT
107!
Length scale
BeHomo 1.25 4.5 1024
configl 2.5 4.5 1024
config2 1.25 6 1024
config3 2.5 6 1024
configd 5 3 1024
configh 5 4.5 1024

— : —
100 10!
k[h/Mpc]
1.02
Box
500 1.00 1
500
500 0.98 |
500
500 0961 — llieHomo
—
500 =
094 — a
—5
10'-’ 18“ 1c')1



Now ,,High-Precision Cosmology* era, need to reach % precision!
Dark Matter only vs. hydro dynamical simulation

Do we understand our “astrophysics” ? 120
z=0.0 1151+ halo finding!
—— Magneticum Box 2 — lllustris 1.10 -
1.4 —— Bahamas TNG 100
1.05 1
—— Eagle TNG 300
1.3 —— Horizon OWLS 1.00 1
O 0.95 4
Z 1.2' | subfll16
P Precision cosmology needs < 1% !!! e
5 0.851 —— denhf
—— velociraptor
& 0.80 eloc -’ —
e 10* 10°
© z=0.
% —— Magneticum Box 2/hr o
— 1.41 = Magneticum Box 4/uhr
5 1.3
Q_ o ,  Atleast converged ?
z1.
x
T 11
§1.0
X009
a
0.8
1071 10° 10t 0.7
k [h/MpC] 1071 16° 101

Martinet et al. 2021 k [h/Mpc]



HPC Challenges in Astrophysics

VII) Extra Physics
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ICM is the hot Atmosphere of Massive Galaxies

LOFAR (144 MHz), Bonafede+ 2020 GMRT (352 MHz), Brown+ 2011
0 Measured in large details _ 500 kpc
X-ray (temperature, velocities) ** jieh Ao '
SZ (pressure) : \
¢ J 2
O Non-thermal components " L e .
give additional insights g ' : e, g i
= = & 27°30" . -
(magnetic fields, CRs) % d[
0 Closed system B 5
- - - 00" o X
(chemical imprint) Streams - Reli edge | 0
— 0 L t t t a3t
E A 0.8 , 26°30
I N . 00
a 0.8 13"04m 1256 52m "13%04™ 13"02™ 13"00™ 1258™ 12"56™ "54"‘ 12h52™
> | out RA(12000) EROSITA (X-ray), Churazov+ 2021 Right Ascension (J2000)
0 - All ICM within R,;,
= 0=t . contains at least .
- ol v vy ey 1y 10% stellar debris!
= 0 20 40 60 100 =
Radius
KOS o m &

Declination

arbitrary units

Individual elements
observable in ICM!

/,} Taken from Bohringer i
Al Lol Lol P T .

10 100 1000 10000
energy [eV]

500 kpe
e

7.0

"

LLBLILLLL S 1) 1L B R L R R R

R T N T 1T S W W11 B A W T AW A1 B N

195.5 195.0 194.5 194.0 197.00 196.00 195.00 ) 193.00

Simionescu et ai. 2012

Right ascension PLANCK (SZ), Planck 2012

mly/Beam



Example: Cosmic Rays (e.g. high energy articles)

Short cooling time of CRe:

U test shocks on 10th of kpc o
0 test turbulence oo
(re-acceleration) _
Long cooling time of CRp: ::w

0 can be dynamically important

Both couple to B-Field

Shock
B ?3‘. v UL
08" [ -0.8
‘g 06' | -0.9
o
: -1
804 .
S 02y T T
S _ L -1.2
& 53°F - .
Y -\3
58' | ~1.4
561 —' @ 15
h i L L L L 2 s d L 716
22743™M45%  15° 00° 42™30° 00°

JR000 Right Ascension

LOFAR (144 MHz), Bonafede+ 2020

500 kpc

Halo front
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Sanders & Fabian 2013
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Adding a Fokker-Planck solver for CRs to the gas

E?f - Shocks
— + u-Vf — V(Vf) =
ot N e’ N e’

spatial convection  spatial diffusion

1 df |, ‘ of f(p.x.t)

—(V-u)p— +=—|p |bef + D,—| | — + j(p.x) Cooling of CRe
3 Op P Op Ip te(p.x) e —
L. > L. B 7 Baanl| .{‘“":‘T]‘f? — T (i'”.:.:‘ﬁ."(‘) T
~ _ -~ source term . - oo
momentum convection momentum diffusion catastrophic losses il B
+ continuous losses 150
"""" 1 Every resolution elementina :.. w2
L simulation has to additionally - '
ml evolve a sampled distribution r
77"  function of CR(e,p)!
P = 2.0 Mﬁgh 3.0 35 40-18 _y 108Peryp)
= 7S : _ T ‘
50 er e e e 0o
L8 s T T Shock
t Mae=9.409 | il‘ljection
3 ; 5
I @]
F 2
: : 5
>]_
[ —— simulation
[ ---- idea} B
R TTTTI | N
] 60 70 80 90 100

Boss+ 2023



SLOW: 3072° cosmological simulation with MHD+CR (60 Mio CPUh!)

Surface Density X, [ gcm™]
10~ 10~* 10~2

Temperature T [K]
10-'10° 107 10%

1079 10°!8 1017 10-16

CR Electron Pressure Pcg . [erg cm""]

) Magnetic Field B [uG]
101073 1072 107! 10° 10!

Giant radio halo!

s

s g

10-151072210~2! 1072 107 107 10°Y10"'°10-210"2! 1072 10~ 10°18 10°'"10°!6

Synchr. Intensity 7, jsamn. [erg cm2s”

1

Hz™'] Synchr. Intensity 7, )4cu, [erg cm™ s~' Hz™')

30723 resolution elements
2.9-101° particles, each 2.5kb

24 bins CRe, 8 bins CRp
63592 time steps

— 5.2-1013 times solved Fokker-Planck EQ

3072 Nodes, 48 cores

(=147456 threads, e.g. halve SuperMUC-NG)
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Effect of heat transport

s ( Te )5"2 (ln A)‘l P AR P ICM temperature maps for simulations

108K AD varying thermal conduction

Arth et al. 2014



1

mach number  size of galaxies Effect of viscosity = gmm{idmek
R 3M (i)‘/ \ ~ A1 ~ smgnene ()" (5)”

AN SR ICM density maps for simulations
g ) " ) without (left) and with (right) viscosity

ion mean free path: \. = \; = 23kpc ( K
Ideal zz

Marin-Gilabert+ 2022/24



Interactions with the ICM (mixing, conduction, viscosity?)

A 70 Kiloparsec X-Ray Tail in the Cluster A3627 GASP I: GAS STRIPPING PHENOMENA IN GALAXIES WITH MUSE

Inner tail
’

]
1
U

©

HUBBLE SPACE TELESCOPE IMAGING OF THE ULTRA-COMPACT HIGH VELOCITY CLOUD
AGC 226067: A STRIPPED REMNANT IN THE VIRGO CLUSTER

D. J. Sann! A. C. SeTH? D. (
P. GuuATHAKURTA,” J. KENN

NOJEVIC! K. SpEkkENs? 1. STrADER! E. A. K. ApAMS® N. CALDWELLS
v," S. Ranpais,® J. D. Svon,” E. Toroa,'” B. WiLLman'™!

[ e . = T
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Lyskova+ 2019 ‘ :
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HPC Challenges in Astrophysics

VIII) ML for extra physics



Cooling function nowadays has high dimensional parameter space

FFy

dl/t P — . A . 1021 4
— =——V.VHH-A |
dt P S ——
10—22
. o
Spectral synthesis code — tabulate  °.°
<
=2 -23
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Q
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1014
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0
5
%
102 A
101
10 ; : ; A\,
10-¢ 104 102 100 102 10°

E in Ryd
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a) Direct computation
(much too expensive)

b) Cartesian sampling
(too much data)



Cooling function nowadays has high dimensional parameter space

du  Pg Y2 a) Direct computation
dt 0 \ (much too expensive)
b) Cartesian sampling
10
oft (too much data)
Spectral synthesis code — tabulat S _
PO SYNTRGRIS COT6 = MDIe = c) Unstructured sampling
H(®,,,(2),0,, TAZ} A, @y D) £ 1077 (complex re-construction
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— interpolate on-the-fly 10‘24-5
FFy
B e e S —
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108 3
e
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Cooling function nowadays has high dimensional parameter space

du P L A 1021 -
= __V.$HH-A) ;
107%
Spectral synthesis code — tabulate  °.°
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(much too expensive)
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HPC Challenges in Astrophysics

IX) Post-processing



Single simulation output 20TB — post processing has to be HPC ready
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Shell z=1.2-1.44

2600

—2000

—4000

\ 1000x replicated to fill full sky

Many time instances
— more than 10 PB

T
P

T

P

T T \4\ T {\ T L T~

%
s

\J( A
e i /’/
7

Vs

PR e b

—4000

—2000

a
D_gom [Mpc]




ML is often used to improve analysis of data.
Example: Using Deep Neural Networks

Maps _ o S
optical depth } No-Icse traiming b TCdse TTalnIng J
kSZ measurement (errors here are
- ] - 1 T i i T T T T T i T ) T 1 T
i (weak signal!) important!) g b e wois I | Gensios B | {1000
=1 A l \ Y
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Predicted v from kSZ Maps

oany

tSZ/kSZ maps

from Magneticum The true value of ,,v“ is deeply convolved in the combination of two

observables, ML helps to extract it properly from mock observations.
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Moores Gesetz: Anzahl der Transistoren
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