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Abstract. We extend previous 2-D models of line-driven
winds from rotating hot stars by accounting for the dependence
of ionization structure and occupation numbers on local physi-
cal properties (density, velocity field) and the non-local stellar
radiation field.

For this purpose, we formulate for the first time an approx-
imate non-LTE description of 2-D winds. We propose the con-
cept of a “mean irradiating atmosphere”, which allows, in a
computationally effective way and for all locations in the stel-
lar wind, to consider the frequency dependence of the incident
photospheric radiation field, which decisively determines the
local ionization equilibrium.

Employing 2-D NLTE occupation numbers, force-multi-
pliers and according force-multiplier parameters as function of
( ����� ), our hydrodynamic models are entirely self-consistent.

To estimate maximum effects arising from rotation and a
consistent non-LTE approach, we concentrate on rapidly rotat-
ing B-star winds, since for this spectral regime the ionization
structure is most sensitive to local conditions and variations of
the radiation field. In order to avoid any contamination by the
bi-stability effect (Lamers & Pauldrach 1991), we further re-
strict ourselves to winds with an optically thin Lyman contin-
uum.

For all considered models, we find a prolate wind structure
if gravity darkening and non-radial line forces are accounted
for. Thus, the “ � -effect” suggested by Maeder (1999), aiming
at the possibility to obtain an oblate wind morphology, is ac-
tually not present for winds with an optically thin continuum.
This result should be valid at least in the OB-star range.

The density contrast between the polar and the equatorial
flow grows with rotation rate and decreases from thin winds
(
�� �	�
����� ������� ��� : ����� ��� !#"	%$ �'&(&(&*)�� ) to denser ones

(
�� �	 
� �,+ � � ��� ��� : � ! �-� ���."	0/ ). The latter values are valid

for winds rotating at 85 % of the break-up velocity. The vari-
ation of terminal velocity as function of latitude, however, is
only small.

In comparison to simplified models with global averages
for the force-multiplier parameters, the selfconsistent calcula-
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tion results in a density contrast � ! ��� ��� larger by roughly a fac-
tor of two, with a moderately enhanced concentration of wind
material over the poles and a significant reduction in the equa-
torial plane. This difference is shown to be the consequence of
ionization effects, related to the specific radial dependence of
the mean radiation temperature over the poles and about the
equatorial plane, respectively.

We conclude that a quantitatively correct description of
line-driven winds from rapidly rotating hot stars requires a self-
consistent approach if the variation of 132547698 �;: at the stellar
surface can induce a (significantly) stratified ionization equilib-
rium and should be included especially for B-stars with lower
luminosities and thinner winds.

Our most important finding with regard to the influence of
rotation on global wind properties is that the total mass-loss
rate

��=<?>@< 47A deviates from its 1-D value
�� �@��B (for CD2 >@<FE

� ) by at most 10. . . 20 %, even for very high rotation rates
( C(2 >�< "	 �G& H / C(I�2?J < ), except for winds from supergiants close to
the Eddington-limit, where differences up to a factor of 2 be-
come possible. We explain this remarkable coincidence by ap-
propriate scaling relations and finally discuss our results with
special emphasis regarding the wind-momentum luminosity re-
lation of rapidly rotating stars.

Key words: hydrodynamics – methods: numerical – stars:
early-type, mass-loss, winds, rotation

1. Introduction

During the last three decades, the theory of line-driving has
been successfully applied to the winds from early-type hot
stars, which exhibit mass-loss rates

�� "	 
� �LK ������� �M� and
terminal velocities C-N "	#) � ��� km s �M� . Based on the pioneer-
ing work by Lucy & Solomon (1970), Castor (1974) and Castor
et al. (1975, hereafter CAK), Pauldrach et al. (1986, hereafter
PPK) and Friend & Abbott (1986) established the so-called
standard model as the quantitative basis for numerous suc-
cessful applications of this theory (for a review, see Kudritzki
1997).
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The most promising application, which has been discov-
ered originally on a completely empirical basis, is the wind-
momentum luminosity relation (WLR) between the modified
wind-momentum rate

�� C�N�� ������ and the stellar luminosity � �
(Kudritzki et al. 1995). This relation (with an additional de-
pendence on stellar metallicity) has also been understood from
a theoretical point of view (Puls et al. 1996, 1998), and has
been successfully used in several investigations (McCarthy et
al. 1995, 1997, Kudritzki et al. 1999, Venn et al. 1999). In order
to use this relation, a reliable value for the mass-loss derived
from the observation must be available. In general, a success-
ful determination of

��
requires a detailed knowledge of the

conditions in the stellar wind (see, e.g., Petrenz & Puls 1996,
hereafter PP96, and the references given therein). All investi-
gations carried out so far may suffer from the assumption of the
standard model for the stellar wind, which comprises the most
simple flow geometry possible, namely a radially expanding
spherically-symmetric wind. Thus, the influence of stellar rota-
tion, which breaks the radial symmetry, is neglected in the hy-
drodynamic treatment. However, a significant fraction of early-
type stars shows projected rotational velocities C 2 >@<	��
��� up to
50. . . 80 % of the critical value C�I�2?J < (cf. Conti & Ebbetts 1977).
Additionally, their spectra often show time-dependent features
clearly correlated with the estimated rotational period (for most
recent advances, see Wolf et al. 1999).

Of course, also stellar evolution is affected by rotational ef-
fects. Herrero et al. (1992) detected a systematic “mass discrep-
ancy” in their quantitative spectroscopic study of a large sam-
ple of galactic O-stars. They found that for evolved O-stars ap-
proaching the Eddington-limit the stellar masses derived from
evolutionary tracks and stellar luminosities are significantly
larger than the masses obtained from spectroscopic gravities.
Additionally, all rapid rotators of their sample showed a se-
vere surface He-enrichment, the so-called “He discrepancy”.
Although an analysis by means of unified model atmospheres
accounting for the presence of winds (Herrero et al 2000) has
mitigated the mass discrepancy (however not ruled it out), the
He discrepancy could be confirmed. Recent evolutionary cal-
culations by Langer and Heger (1998), Maeder (1999), Meynet
(1998) have indicated that stellar evolution including rotation
and rotationally induced interior mixing could enhance the lu-
minosity significantly for given mass. In addition, enhanced
mass-loss along the evolutionary track would further reduce the
mass and bring the evolutionary masses into agreement with
the spectroscopic (and wind) masses (Langer et al. 1994).

¿From all of these perspectives, the neglect of rotation in
the description of hot star atmospheres (photosphere + wind!)
seems questionable. In recent years, this problem has been ad-
dressed by several theoretical studies. PPK and Friend & Ab-
bott (1986) estimated the influence of stellar rotation on the
wind dynamics in a global sense by solving the 1-D equa-
tions of motions in the equatorial plane only, considering the
additional centrifugal acceleration term there. In result, they
obtained an upper limit for the actual mass-loss rate, which
should range in between the polar ( C�2 >@< E � ) and the equato-

rial value derived by this method. In general, they expected the
effects of rotation to become decisive for ��� C-2 >@< � C(I�2 J < �	 �G& / .

The assumption of spherical symmetry has been dropped
the first time by Bjorkman & Cassinelli (1993, hereafter BC).
Employing the supersonic approximation, they solved for the
particle trajectories in the polar plane, thus adopting azimuthal
symmetry about the rotational axis. Additionally to the iner-
tial accelerations, they considered a purely radial line force
in the equations of motion. In this way, they provided simple
expressions for density structure and the radial, polar and az-
imuthal components of the velocity field 8 C�� � C�� � C�� : . In their
model, they calculated the line force within the force-multiplier
concept, where the corresponding force-multiplier parameters�	�����

, � , � (cf. CAK, Abbott 1982) were assumed to be con-
stant throughout the wind, i.e., independent both of � and � .
In the 1-D case, these force-multiplier parameters allow a very
simple and accurate parameterization of the line force which
depends on the contribution of several hundred thousand lines
of metal ions (for a thorough physical discussion based on
a detailed study of the underlying line statistics, see Puls et
al. 2000).

The BC model predicts a polar deflection of the wind mate-
rial towards the equatorial plane, owing to the combined effect
of centrifugal, gravitational and radiative acceleration. Thus,
the spherical symmetry is broken, and the density contrast be-
tween equatorial and polar wind increases with distance � from
the star. For extreme rotation rates ( � �	 �9&�� 8 �9& / : for O(B)-
stars), one expects the formation of a wind-compressed disk
(WCD) in the equatorial plane, caused by the collision of wind
material deflected from both hemispheres with polar velocities
C�� "	 / C! >�"$# 6 , with C% >�"$# 6 the (isothermal) speed of sound.
The matter is decelerated in a shock front about the equatorial
plane and feeds a slowly outward propagating stationary disk.
Owocki et al. (1994, “OCB”) confirmed the principal validity
of this model by detailed radiation hydrodynamic simulations,
and recovered some interesting additional effects (e.g., an ac-
cretion of the innermost disk material onto the stellar surface).
For an independent confirmation of their results (with some re-
finements), see Petrenz (1999).

So far, the analytical BC model has been applied, e.g., for
simulating the formation of wind-compressed zones (WCZ) in
the winds from Wolf-Rayet stars (Cassinelli et al. 1995), as a
possible explanation for the shape of the Homonculus nebula
around & Carinae (MacLow et al. 1996), as underlying hydro-
dynamic wind model for ')( line synthesis (PP96) and for the
investigation of wind compression effects in different areas of
the HRD (Ignace et al. 1996).

Owocki et al. (1997, 1998) extended the BC model and
studied the effects of non-radial line force components (act-
ing in the polar and azimuthal direction, respectively), where
the azimuthal components had been discussed the first time by
Grinin (1978), and gravity darkening (i.e., the polar gradient of
the stellar surface temperature from hot poles to cooler equato-
rial regions) on the wind dynamics.

The non-radial components of the line force lead to an inhi-
bition of disk formation and a redistribution of the wind mate-
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rial towards the poles. Additionally, the gravity darkening im-
plies an enhanced (reduced) photon flux over the poles (in the
equatorial plane) generating a prolate density structure of the
wind with a denser and faster outflow over the rotational poles
and a slower and thinner wind about the equatorial plane.

These results are in entire contradiction to the predictions
by the simple BC model and, meanwhile, have been indepen-
dently confirmed by Petrenz (1999); for a recent review, see
Puls et al. (1999). Although severely challenging the validity
of the wind compression mechanism, the results by Owocki et
al. and Petrenz do not exclude the possibility that this mech-
anism might be decisive for outflows driven by other physical
processes than line-driving.

One of the major problems of the described investigations
is their assumption of force-multiplier parameters

� �����
, � , �

being constant throughout the wind. Moreover, these param-
eters have been taken from 1-D calculations, where, in the
actual 2-D situation, they should be affected by at least two
processes. Firstly, both density and ionizing radiation field are
a function of co-latitude � , and secondly, the assumption of
constant force-multiplier parameters (with respect to radius) is
rather questionable even for a uniformly bright stellar surface
(cf. Kudritzki et al. 1998).

Thus, global 1-D parameters do not correctly account for
the influence of local physical conditions (density, velocity
field) and the non-local stellar radiation field on ionization
stratification and occupation numbers (line opacities) in the
wind.

Maeder (1999) has suggested the interesting possibility that
due to the specific dependence of the force-multiplier param-
eters on temperature, the enhanced polar mass ejection due to
gravity darkening described above may be progressively com-
pensated by the effects of larger bound-free and line opacities,
which then might favour a larger mass-flux in the cooler equa-
torial regions. Whether this suggestion (“ � -effect”) actually
works can be answered only by a more realistic 2-D non-LTE
model which accounts for the complicated physical conditions
in winds from rapidly rotating early-type stars.

In this paper, we will introduce a procedure providing a 2-
D parameterization of the line acceleration by means of force-
multiplier parameters that are consistent both with the local hy-
drodynamic properties of the flow and the non-local latitude-
dependent radiation field.

With this improved model we will try to give an estimate
both for the consequences of stellar rotation on the wind dy-
namics and on maximum errors introduced by the assumption
of a spherically-symmetric wind when, e.g., using mean rela-
tionships as the WLR.

The paper is organized as follows: In Sect. 2 we introduce
the wind model and discuss the basic simplifications and ap-
proximations. In Sect. 3, we provide the basic formulae for
the vector line and continuum acceleration. Sect. 4 describes
how we determine the ionization equilibrium and the occupa-
tion numbers in the wind. Sect. 5 gives an overview over the
basic properties of the line force-multiplier

�
with respect to

different physical quantities. On the basis of this investigation,

in Sect. 6 we introduce an approximate method for the pa-
rameterization of the line force in 2-D winds. In Sect. 7, we
present the results for winds from rapidly rotating hot stars and
estimate the differences to corresponding models with global
force-multiplier parameters. In Sect. 8, we finally discuss the
results and give future perspectives.

2. The model

2.1. Physical processes

Our 2-D wind model (with photospheric boundary) comprises
the following physical effects:

– We consider the inertial (pseudo) accelerations in the equa-
tions of motion, i.e., the centrifugal and coriolis terms.

– As a consequence of rotation, the stellar surface is oblated
(Collins 1963, 1965). The stellar radius increases as func-
tion of latitude from pole to equator, and we account for this
effect in our numerical hydrodynamic simulations. For ba-
sic formulae, see OCB (Appendix A), Cranmer & Owocki
(1995, “CO95”) and Petrenz (1999).

– As shown by Owocki et al. (1997, 1998), Petrenz (1999)
and Gayley & Owocki (2000), the non-radial components
of both the continuum and line acceleration have a signifi-
cant impact on the wind dynamics and have to be taken into
account.

– The gravity darkening effect (see, e.g., Kippenhahn &
Weigert 1991) leads to an enhanced (diminished) radiative
acceleration over the poles and in the equatorial plane, re-
spectively (cf. CO95, Owocki et al. 1997, 1998 and Petrenz
1999).

– The most important point in our work concerns the ioniza-
tion structure and occupation numbers in the wind, which
will be determined consistently with both the local physi-
cal properties of the wind material and the non-local stellar
radiation field.

2.2. Physical approximations

To limit the complexity of our model and to facilitate the re-
quired computational effort, we will adopt following simplifi-
cations:

– We neglect the instability of the radiative line force
(e.g., Owocki 1991, Feldmeier 1995), i.e., we assume a
“smooth” wind without clumps and shocks which may
arise from this instability. For studies of the large-scale
wind morphology, this assumption is reasonable since the
values of both density and velocity field averaged over
small spatial length scales correspond to a macroscopic de-
scription by a smooth wind. Moreover, the correct numeri-
cal treatment of line force instabilities would require at least
2-D simulations that exceed available computational capac-
ities (see, however, Owocki 1999).
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– For the calculation of the stellar surface shape, we neglect
the variation of the Thomson acceleration with stellar co-
latitude owing to the polar temperature gradient. This ef-
fect may be important at most for extremely rapidly rotat-
ing OB-supergiants and has been controversely discussed
by Langer (1998) and Glatzel (1998). From the viewpoint
of stellar evolution theory, however, there is a still ongoing,
controversial debate about the stellar surface properties of
early-type massive stars. In particular, the competing pro-
cesses of shear turbulence and meridional circulation coun-
teract on the transport of angular momentum inside the star,
thus being crucial for chemical mixing and stellar surface
properties (see Meynet 1998, Maeder 1999).
Since our present study concentrates on B-stars (cf.
Sect. 3.3) with � ���LB "	 �9& 
 , we consider the Thomson ac-
celeration only in an averaged way for calculating the shape
of the stellar surface and replace

� � by the corresponding
effective mass

� ��� E � � 8 
�� � : (cf. OCB, CO95 and
PP96).

– In analogy to prior investigations (e.g., CO95), gravity
darkening is considered in the framework of the von Zeipel
(1924) theorem. Detailed studies recently performed by
Maeder (1999) have revealed that the accuracy of this ap-
proximation is much better than expected, of order 10 %.

– Since there is no observational evidence for a lower limit of
the (global) magnetic field strength at the surface of early-
type stars, we do not consider magnetic fields in our hydro-
dynamic simulations (for a review, see Mathys 1999).

– In this first paper, we consider only winds with an opti-
cally thin continuum, i.e., stars with moderate mass-loss.
Rapidly rotating B-supergiants with larger mass-loss rates
(
�� �	 
� �3+ ��� ��� ��� ) and increasing optical depth in the

Lyman continuum, which are thought to be candidates for
the B[e] phenomenon via the bi-stability effect (Lamers &
Pauldrach 1991, Lamers et al. 1999) will be covered in a
forthcoming paper.

– Since we are primarily interested in the consequences of
stellar rotation for the large scale wind morphology, we
will not consider explicitly time-dependent processes (e.g.,
non-radial pulsations, rotational modulation). Observations
of non-stationary spectral features have indicated dynamic
variability on only rather small spatial scales.

2.3. Geometry and co-ordinate systems

Adopting rotational symmetry about the polar axis, we can
formulate the hydrodynamic equations in spherical polar co-
ordinates 8 � ���;����: (see Fig. 1). � denotes the distance from
the stellar center, � the co-latitude ( � E � at the pole) and �
the stellar azimuthal angle. At every location � , a local right-
handed orthonormal system �
	 � � 	 � � 	 ��� is defined by:
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Fig. 1. Co-ordinate systems, see text.
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��
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The Cartesian co-ordinates of the stellar system are:

� E
��� �
�
��

E �
� � 
�� � ��� � �� 
 � � ��
�� ���� � �

��
(2)

In the local “natural” co-ordinate system 8���� ��� � ��� � : , the lo-
cal vector �! (which is needed, e.g., to calculate the cone angle
subtended by the stellar disk) is given by:

�  8 � ���;����: E �  #" 8�$ � 	 �&% $ � 	 �'% $ � 	 � :
E �  #"

� ��
��)( ��� �#*
� 
 �)( � 
 �+*�,� �-(

��
� �  ."�/ E

� �!�� �� �
��

& (3)

Thus, the directional vector / is determined by the polar angles
8 ( � * : in the system 8�� � ��� � ��� � : E 8�	 � � 		� � 	 � : .

The stellar surface is given by the latitude-dependent stellar
radius � � 8 �;: (Eq. 19 in PP96).

2.4. The hydrodynamic equations

We solve the time-dependent hydrodynamic equations for the
wind. Their stationary solution is found if the numerical sim-
ulation has relaxed to a converged state. This procedure has
the additional advantage that we may also perform simulations
of non-stationary phenomena which can be described by time-
dependent boundary conditions.

Due to azimuthal symmetry about the rotational
�

-axis, the
hydrodynamic equations reduce to the polar plane 8 � �@����� �� : . Their solution depends only on the polar co-ordinates
8 � �@��: , and all derivatives with respect to � vanish (for a deriva-
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tion, see, e.g., Batchelor 1967):� ���� % 
� �
� � � ��C �� � % 
� � 
 � �

� � C � ��
�� �� � E � (4)� C ���� % C �
� C �� � % C ��

� C �� � E
(5)

C�� � % C�� �� � 

�
���� � %�� ��� <�� C����� % C!�

� C��� � % C���
� C��� � E

(6)����	 � C � �� � C � C �� � 

� �

�
�� � %�� ��� <�� C ���� % C �
� C �� � % C ��

� C �� � E
(7)

� �,��	 � C�� C��� � C!�C��� %�� ��� <�� E C � >�"$# 6 " � (8)

with time
�
, velocity field 8 C � � C � � C � : , density � and pressure�

. The external acceleration � ��� < is given by the sum of gravi-
tational, line and Thomson acceleration� ��� < E �� 2 4�� % � A J # �  % ����� & (9)

Eq. 4 follows from mass conservation (continuity), Eqs. 5-7
from momentum conservation (equations of motion), and Eq. 8
is the isothermal equation of state. The use of the latter equa-
tion is justified (at least for a first qualitative study), since we
do not account for line-driven instabilities that might generate
strong shocks, and the time scales for other heating- and cool-
ing processes are significantly smaller than typical flow times.

The velocity-dependent terms on the RHS of the equations
of motion represent fictitious inertial accelerations arising from
the curvi-linear nature of the spherical polar co-ordinates used
to describe the flow. The only true body forces are pressure,
gravitation and line force.

2.5. Numerical specifications

To solve the hydrodynamic equations Eqs. 4-8, we have
adapted the time-dependent finite-difference 2-D Eulerian code
ZEUS-2D (Stone & Norman 1992) to our specific problem.
This well-tested and frequently used code allowed an inde-
pendent test of the results published by OCB and Owocki et
al. (1996,1997) who employed the hydrodynamic code VH-1
(developed by J. Blondin and collaborators) for their simula-
tions.

ZEUS-2D solves the hydrodynamic equations for three ve-
locity components 8 C � � C�� � C!� : in the 2-D polar plane 8 � ����: ,
i.e., for the 2.5-D geometry used to formulate our problem.

The flow variables are specified on a 2-D spatial grid� ���9�@��� � in radius ��� and co-latitude ��� . The mesh in radius is
defined from an initial zone ( � ��� � ! ) out to a maximum zone
at � ��� � E ��� 4 � � 
�� � ! . These zones are concentrated near the
stellar surface where the flow gradients are steepest. The ini-
tial spacing ( � E 
�& �G&&(& 
 & ) � ! ) is constant at � � E �G& � � $ � ! .

It then increases by 6% per zone out to the maximum radius��� 4 � . The equidistant grid in co-latitude � � is defined from an
initial zone 8! E 
 : adjacent to the pole ( � E � ) to a maximum
zone 8! E )9
 : adjacent to the equatorial plane ( � E � � ).

As extensive test calculations have shown, this resolution
of the computational domain is entirely sufficient for an inves-
tigation of the large-scale wind morphology. (Doubling the res-
olution both in radius and co-latitude only showed some corre-
spondingly greater detail in small-scale flow structure.)

The most important numerical issue is to define an appro-
priate lower boundary condition, since the rotationally induced
oblate stellar surface � � 8 � : does not fit the curvi-linear or-
thogonal co-ordinate lines 8 � �@��: .

This issue has been addressed the first time by OCB who
proposed to specify the lower boundary condition along a
“staircase” that straddles the equipotential surface � � 8 �;: of
the rigidly rotating star. We have chosen the same strategy, in
accordance with the fact that this is the only “natural” way to
treat the lower boundary condition for the geometry used to
formulate our problem.

To guarantee a mildly subsonic inflow of wind material at
the lower wind base which turned out to be essential for the
stability of the flow and its convergence to a stationary state,
we adjust the base density to a fixed value (if necessary, vary-
ing with co-latitude) and set the radial base velocity by con-
stant slope extrapolation from the interior of the calculational
domain.

To avoid meridional flows directly at the stellar surface, we
assume a no-slip condition for the polar velocity component
and rigid body rotation for the azimuthal velocity. Due to sym-
metry reasons, we choose reflecting boundary conditions along
the polar axis and symmetric ones about the equatorial plane.

For a further discussion of specific technical details and
problems, we refer the reader to OCB and Petrenz (1999,
Sect. 6.).

3. The radiative acceleration

In this section, we introduce our notation and give a brief sum-
mary of basic expressions for the radiative acceleration. For
detailed derivations, we refer the reader to the references cited
in the following.

The general expression for radiative acceleration reads

� 25476 8 � � � : E 
" N# $&%�')(*,+ K�-.0/ 8 � � /  � � :21 / 8 � � /  � � : /  
%
�

�3� A J # �  8 � � � : % � I > #@< 8 � � � : & (10)

with 1 / the specific intensity, . A J
# �  54 I >�#@<76/ 8 � � /  � � : the mass-

absorption coefficient for line (continuum) radiation, " the
speed of light. /  denotes the direction vector /  which points
from the considered location � into the direction of radiation
and, thus, is anti-parallel to the direction vector / introduced
in Fig. 1, i.e. /  E � / .
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3.1. The continuum acceleration

As discussed above, we assume an optically thin continuum in
the wind and neglect any diffuse radiation, i.e., the irradiation
origins at the stellar surface and the corresponding intensity1 I/ 8 � � /  : experiences no attenuation between the star and � .
Thus, the intensity 1 I/ 8 /  

E � / : is determined solely by the
physical conditions at the location where the ray pointing from� to the stellar surface intercepts the latter for the first time.

In winds from early-type hot stars, the continuum radiative
acceleration essentially arises from Thomson acceleration � � �
and is a vector quantity given by (cf. CO95, Eq. 43)

� I >�#@< 8 � : E
� � I >�#@<�� I >�#@<�� I >�#@<�

��
E

� � I >�#@< " 	 �� I >�#�< " 	 �� I >�#@< " 	 �
��

E ���" N# $ %�' #* + *�� 1 I/ 8 � � /  : /+ 
%
� (11)

E ���" ��-# $ % * -#��� 4
	 6 ��
��+(
% (���31 K��� 8 � � /  :� � $. �$. �$. �

��
� (12)

with � � the stellar luminosity, � ��� E � � � " $L� the electron
scattering opacity, � ��� the Thomson cross-section and $ � the
electron number density. �'I denotes the solid angle subtended
by the stellar disk, and

( � 8 * : is the local polar angle confining
� I (cf. Fig. 1). The electron density $ � follows from

$L� E �� !
� 
 % 1�� � � � �


 % � � � ��� � (13)

with

� � � E $ � � � $ � the helium abundance, � ! the proton rest
mass and 1�� � the number of free electrons per He atom (O-
stars: 1�� � � $ , B-stars: 1�� � � 
 , A-stars: 1�� � � � ).

Note that the Thomson acceleration is a vector quantity
and may have a non-radial component � I >�#@<� in polar direc-
tion (if the stellar surface deviates from spherical symmetry
or/and 1L��� varies with co-latitude, see below), whereas the
azimuthal component � I >�#�<� vanishes due to symmetry about
the rotational axis. In this case, both the polar and the radial
component of the Thomson acceleration become a function of
co-latitude � . Especially the latter implies some consequences
for rapidly rotating supergiants with gravity darkening, as dis-
cussed in Sect. 3.3).

1L��� 8 � � /  : denotes the effective temperature at the stel-
lar surface defined via the emerging frequency-integrated flux� 8 � � : (see Sect. 3.3),� 8 � � 8 � � /  : : ���  1 K��� 8 � � /  : & (14)

3.2. The line acceleration

By means of the frequency-integrated line opacity ���
��� E ��� �� � " � � � 8 8�$"! � � ! : � 8�$"#9� � # : : � (15)

with ��� � the gf-value, $ ! � $ # � � ! � � # the occupation numbers
and statistical weights of the lower ( $ ) and upper ( % ) levels, �
the elementary charge and �'& the electron rest mass, we define
the line-strength

� �
� � E ���� ' B � � � (16)

with
' � the line transition frequency and � ' B E ' � C < � � 2 � � "

the Doppler-width. C < � � 2 � denotes the thermal velocity.
As the continuum acceleration, the line acceleration is a

vector quantity (cf. CO95, Eq. 44), defined in the Sobolev ap-
proximation as the sum over an ensemble of lines:� A J # �  8 � : E)(

A J # �  � ���38 � :" ��8 � :* #* � 1 I/ 8 � � /  :
� 
 ��+�,�- 8 �/.10 8 � � /  : :. 0 8 � � /  : � /+ % � � (17)

with .10 the optical depth in Sobolev approximation 1,.�0 8 � � /  : E � � ��� �L8 � : C < � � 2 �2 /  "43 8 /  65 : 2 � � � � 0 & (18)� 0 E ��� �L8 � : C < � � 2 � � 2 /  "73 8 /  5 : 2 denotes the generalized
depth parameter depending on the absolute value of the di-
rectional velocity derivative

2 /  "83 8 /  5 : 2 , which, for spher-
ical symmetry, collapses to the depth parameter introduced by
CAK,

� � E � � �L8 � : C < � � 2 � �98 % C!��� % ��: .
According to the findings by CAK, Abbott (1982) and

Puls et al. (2000), the number distribution of spectral lines%79
8
' � � � : with frequency

';:=< ' � ' % %�' >
and line-strength� � :�< � � � � � % % � � > can be approximated by a power-law line-

strength distribution function%79
8
' � � � : E � 9 $ � / 8

' : � ( � �� %�'�% � � +�,�- 8 � � � � � � 4 � : � (19)

with �
:?<

� � 

>
and a frequency distribution � / 8

' : independent
of line strength. The quantity

9 $
normally varies with location� .

The additional exponential factor with maximum line-strength� � 4 � has been introduced by Owocki et al. (1988) in order to
prevent the number of (strong) lines from becoming smaller
than unity. Note that this parameterization does not consider
line-overlaps and multi-line effects, i.e., we restrict ourselves to
the single-line scattering case where the photons interact with
the ions in such a way as if each line would be well separated
from its neighbour, independently of line density.

Employing this line distribution function allows the tran-
sition from the sum in Eq. 17 to an integral. After some al-
gebra, we obtain with Eq. 18 for .�0 (cf. CO95) and assuming� � 4 �A@CB
� A J # �  8 � : E � �@� (� C < � � 2 � 9

$
" � � 8 � :


 � �
N# $ %�' � / 8

' : ' � 1 I/1 I �
1 In order to simplify notation, we have omitted any time-depen-

dence, although D , E etc. are in general time-dependent quantities.
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�L8 � : C < � � 2 � � ( & (20)

In this expression, � is still considered as a global parameter
constant throughout the wind, i.e., independent of the actual
local physical conditions. We will drop this assumption below
(see Sect. 6.3).1 I 8 � � /  : is the frequency-integrated stellar intensity, and
we have neglected the dependence of 8 1 I/ 8 � � /  : � 1 I 8 � � /  :7: on
direction /  . In principle, the polar surface temperature gradi-
ent owing to gravity darkening may have an actual impact, if
the intensities at the poles, respectively at the equator, have
their maxima in different frequency ranges with a different
number of contributing lines. However, we accept this approx-
imation, in particular with respect to the line force parameteri-
zation proposed in Sect. 6.

To account for the dependence of the ionization structure on
particle density and dilution of the stellar radiation field, Ab-
bott (1982) introduced an additional factor which represents
the largest part of variation of

9 $
,� $L� " 
(� ���@�� �@��B � � � (21)

with
� ���LB the spherical dilution factor (the generalization for

arbitrary stellar surfaces is given by Eq. 29),� ���LB E 

$
� 
 ���@
 � 8 � � � ��: ��� ��� ��� & (22)

Introducing now the force-multiplier parameter
� � ���

(cf.
CAK, Puls et al. 2000)

�	����� E
9 $

C < � � 2 �" � 8 � :

 � �

N# $ %�' � / 8
' : ' � 1 I/1 I � � (23)

the line force finally reads

� A J # �  8 � : E � �@� (� �	�����" � $ � " 
(� ���@�� �@��B � �* #* � % � /  1 I 8 � � /  : � 2 /  ."43 8 /  5 : 2
��8 � : C < � � 2 � � ( & (24)

Like � , also
�	� ���

(essentially
9 $

) and � are considered as
global parameters so far. We will drop this approximation in
Sect. 6.3.

Finally, we need the expression for the directional derivative2 / "63 8 / 5 : 2 . Due to symmetry about the polar axis, this quantity
simplifies to the expression given by CO95 (Eqs. 41/42) 2 (for
a derivation, see, e.g., Batchelor 1967, Koninx 1992).

For a spherically-symmetric wind from a uniformly bright
stellar surface, the line acceleration given by Eq. 24 reads
(cf. CAK, PPK, Friend & Abbott 1986)� A J # �  8 � : E 	 � " �1� � �� �3� � "
	 � 8 ��� C � �

%
C � �

% ��: � 8 � � : (25)

2 Concerning the notation in their paper, the angles ������������ corre-
spond to �������� used in this paper.

� 8 � � : denotes the force-multiplier, given by the ratio of radial
line to Thomson acceleration

� 8 � � : E C < � � 2 �" 
� � (
A J # �  �

'�� � /��� � 
 � � � �"!$#&% � & (26)

This quantity is usually parameterized by means of the force-
multiplier parameters

� �����
, � , � (for an alternative parameter-

ization, see Gayley 1995):

� 8 � � : E �	� ��� � � (� � $L� " 
(� �M���� �@��B 8 ��: �
�
& (27)

With the knowledge of
� �����

, � , � as a function of effective
temperature (and metallicity), the stellar mass-loss rate and the
terminal velocity can be easily calculated for every evolution-
ary state of the star, e.g., by means of the analytical formulae
provided by Kudritzki et al. (1989).

3.3. Impact of non-radial line forces and gravity darkening on
the wind dynamics

The influence of non-radial line force components and gravity
darkening on the radiative line and the wind dynamics has been
investigated in detail by CO95, Owocki et al. (1996 , 1997) and,
with some refinements, by Petrenz (1999). In all these investi-
gations, the line force has been parameterized by global pa-
rameters

� �����
, � , � adopted from 1-D non-LTE calculations.

In the following, we only summarize the main results.
As a consequence of asymmetries in the local directional

derivative of the velocity field, the line acceleration has non-
radial components � A J # �  � along the polar and � A J # �  � along the
azimuthal direction, which imply following effects: Firstly,
the polar component � A J # �  � scales with the polar gradient
of the radial velocity field

� C%��� � � . The latter is negative
close to the star, where � A J # �  � is of the same order of mag-
nitude as the inertial (centrifugal and coriolis) accelerations
( 	 
� � &(&(&�
(��' cm s ��� ) and becomes decisive for the wind
dynamics. As a result of the balance of these accelerations,
the disk formation is inhibited and the wind material is re-
distributed towards the polar regions with maximum (abso-
lute) polar velocities C � � H � &&(&@
� � km s ��� , whereas the ra-
dial component � A J # �  � stabilizes the flow against gravity (with� A J # �  � �	 
(� ' &(&&�) " 
� K cm s ��� ).

The density contrast between the equatorial and the po-
lar wind ����� �-� ! ranges in between 2. . . 8, and typical termi-
nal velocities C-N 8 �;: are C�N 8 �)( : � 
)�� � 8 $9
(� � : km s �M� and
C�N 8 ���*( : � ) / � 8 
"+�� � : km s ��� for B-(O-)star winds.

The azimuthal component � A J # �  � scales with the radial gra-
dient of the azimuthal velocity field

� C � � � � . If the latter is
smaller than C � � � (i.e., for any rotation law with C � increasing
with � smaller than for rigid body rotation), � A J # �  � becomes neg-
ative and spins down the wind. In the equatorial plane, where
the maximum effects occur, C 2 >@< 8 ��: is diminished by up to
"	 
(� � km s ��� , in comparison with an angular momentum con-
servation law (for an analytical discussion of the spin-down ef-
fect, see Gayley & Owocki 2000).



8 P. Petrenz & J. Puls: 2-D non-LTE models of radiation driven winds from rotating early-type stars

In comparison to a non-rotating star with an uniformly
bright surface, a star with gravity darkening is expected to show
a higher (lower) mass-loss over the poles (at the equator) owing
to the enhanced (diminished) radiative flux. Typical quantita-
tive effects on the surface properties of rotating stars owing to
gravity darkening become clear from the data listed in Tab. 1/2.

Isolating the pure effect of gravity darkening (still account-
ing for the inertial acceleration terms, however assuming only
a radial line force) yields, again for constant force-multiplier
parameters, a slightly oblate wind structure with a moder-
ately compressed disk in the equatorial plane. The density
contrast � ��� �-� ! � 3 is much smaller than in the pure WCD
model ( � ��� ��� ! � / �'&(&(&�
(� � ), and terminal velocities of or-
der C N 8 �)( : � 
�� ��� km s ��� , and C N 8 ���*( : � / � � km s ��� are
found for typical B-star parameters.

If one additionally accounts for the non-radial line force
components, finally a prolate wind morphology results, with
density contrasts ����� �-� ! of order 0.2 . . . 0.5 . For supergiants
with considerable Eddington-luminosity, gravity darkening has
an additional impact on the wind dynamics via Thomson ac-
celeration � I >�#�< E � � � , which approximately scales with the
fourth power of the mean radiation field temperature and, con-
sequently, is more (less) effective over the poles (in the equa-
torial plane) than in the wind of a uniformly bright star. This
behaviour induces an even stronger concentration of wind ma-
terial over the poles, with � ��� ��� ! � �G& $ , where for a wind with
purely radial 1-D Thomson acceleration, this ratio would be
only 	 �9& / .

With respect to global wind properties, stellar rotation im-
plies the following consequences: A comparison of surface-
integrated mass-loss rates of 2-D models

��
� �LB with the value

for C 2 >@< E � yields a maximum increase of
��

by a fac-
tor of 2.0. . . 2.5. The ratio C N 8 �)( : � C�N 8 � �*( : is "	 $ for O-
supergiants and "	 / &(&(&�� for main-sequence B-stars. However,
these maximum effects require rotational velocities C 2 >@< ��9& +'&(&(&*�G& H C I�2?J <�� � ��B .
In view of the studies performed so far and their specific short-
comings (especially the use of globally defined force-multiplier
parameters neglecting the 2-D situation, in particular if gravity
darkening is accounted for), we will concentrate on the B-star
domain ( 1 ��� � $ ��� ��� K) in our following investigations, and
comment on hotter winds only when necessary. Briefly, the rea-
sons for this strategy are:

– In the considered temperature range, the reaction of the ion-
ization equilibrium on small variations of 1 ��� (as function
of � , if gravity darkening is accounted for) is at maximum.
Thus, also the effects resulting from a consistent 2-D NLTE
treatment should be at maximum in this domain. Note that
for O-star winds the variation of ionization structure with
temperature is much weaker, and the assumption of con-
stant force-multiplier parameters may be much better justi-
fied there.

– The generalization of our results to cases of higher mass-
loss will allow for a future discussion concerning the for-
mation of B[e] star disks, one of the most prominent man-

ifestations of the inter-relation between wind, rotation and
(2-D) radiative driving, at least if one follows the presently
favoured scenario (cf. Lamers & Pauldrach 1991, Lamers et
al. 1999, however also Owocki et al. 1997 for the counter-
acting rôle of gravity darkening).

– Finally, all prior investigations resulting in detailed (numer-
ical) models have concentrated on the B-star regime, as a
consequence of the work by BC, who suggested the wind-
compression scenario as one possible explanation for the
Be-star phenomenon. In order to compare our findings with
those more simpler, however well-documented approaches,
and to investigate the importance of a consistent descrip-
tion, an inspection of this parameter range is inevitable any-
way.

4. Ionization equilibrium and occupation numbers

The parameterization of the line acceleration at location �
requires the knowledge of the local force-multipliers

� 8 � :
(Eq. 26 and Sect. 5). To calculate these quantities via the fre-
quency and line strength distribution of the contributing lines,
we determine the ionization structure and occupation numbers
in the wind by employing an approximate method developed
by Abbott & Lucy (1985), Schmutz (1991), Lucy (unpublished
notes) and Springmann (1997). In contrast to the “exact” self-
consistent non-LTE solution, this simplified Ansatz allows a
comparatively fast local solution of the rate equations (within
reasonable physical approximations). This is essential with re-
spect to the substantial computational effort required by our
multidimensional problem.

4.1. Basic formulae

Ionizing radiation field. We calculate the ionizing radiation
field � / by

� / 8 � : E

� � #*,+ K - 1 / 8 � � / :

%
� � � 8 � : 1 / 8?1 25476 8 � �

' :7:3� (28)

with dilution factor� 8 � : E 8 � �3: �M���� I � �� I�� E
# * � % � � (29)

accounting for the geometrical dilution of the incident stellar
radiation field. For a spherical star, this expression simplifies to
Eq. 22.

The intensity 1 / 8?1L2547698 � �
' : : with radiation temperature

1�2 4 698 � � ' : describes the frequency-dependent photon distri-
bution emerging from the photosphere and is taken either as
Planckian or from Kurucz flux distributions (Kurucz 1992).
Both flux distributions give rise to different ionization struc-
tures, since the frequency dependence 1 2 4 6 8

' : of the Kurucz
flux distribution implies a drastically smaller ionizing flux for
wavelengths shortward of the Lyman edge (see below).

The above approximation for � / , of course, is only valid
in the case of an optically thin continuum in the wind, as dis-
cussed here.
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Ionization equilibrium. With the electron temperature taken as
a constant fraction of the effective temperature (typically 0.8)
and the radiation temperature as either the effective one (Planck
case) or significantly lower shortward of the flux maximum
(Kurucz fluxes, see Sect. 5), the ionization equilibrium reads

$ � � ��� � $ &$ � � � E � � 1L�
1 25476

� $ � � ��� � $ &$ � � � � ������
	* ��� % & % � 8 
 � & � � : � & (30)

The asterisk denotes thermodynamic equilibrium values, and �
and & are the fraction of recombination processes leading di-
rectly to the ground and meta-stable levels, respectively. For
details, see Springmann (1997).

Occupation numbers. Having determined the ionization struc-
ture, we can calculate the occupation numbers (e.g., Puls et al.
2000). For the wind dynamics, we consider (in agreement with
Abbott & Lucy 1985) only the crucial lines (giving rise to more
than 90 % of the line acceleration), which are those with the
lower level as a ground, meta-stable or so-called “1st order”
subordinate state. The latter are defined as those subordinate
levels which have a direct transition either to the ground or to
a meta-stable state. Since we neglect stimulated emission, we
only need the occupation numbers for the lower levels defined
in this way.

Atomic data. In order to perform the above calculations, we
employ the Munich atomic data bank provided by A. Pauldrach
and collaborators. For a description, see Pauldrach et al. (1998).

5. Properties of the force-multiplier

In a perfect numerical model, one would determine the line
force at location � by summing up the contributionof some 
� �
lines, which is presently not possible because of computational
restrictions. As mentioned before in Sect. 3.2, the calculation of
the line force becomes feasible by utilizing the force multiplier
concept with corresponding parameters

� �����
, � , � , which in

earlier investigations were treated as constant throughout the
entire wind (see however Kudritzki et al. 1998)

Usually, however, detailed 1-D non-LTE calculations
(cf. Pauldrach et al. 1994) yield depth-dependent force-
multiplier parameters. Only a posteriori, it is possible to find
representative global values " � � ��� � , " � � , " � � which
can reproduce the results of the hydrodynamic simulation with
depth dependent force-multiplier parameters. Unfortunately,
the knowledge of these global parameters requires enormous
computational effort, and moreover, these force-multiplier pa-
rameters have been calculated only for spherically-symmetric
winds. To allow for a realistic parameterization of the line force
in winds from rapidly rotating stars, we generalize the depth-
dependent approach for 1-D winds proposed by Kudritzki et
al. (1998).

For this purpose, we (re)investigate the behaviour of the
force-muliplier as function of different physical quantities.

Fig. 2. Force-multiplier � as a function of temperature, for different
values of optical depth parameter �� . Irradiation by Kurucz flux distri-
butions for ������������� � .

Fig. 3. Dependence of force-multipliers � on effective wind density���! �" for different values of #� . Irradiation by Kurucz fluxes, $ �&% �' ������� K and �����(���)��� � .

Since we will concentrate primarily on B-star winds, as out-
lined in Sect. 3.3, we will restrict ourselves to the according
parameter space.

Dependence on temperature. Even with our significantly ex-
tended line list, we recover the earlier result by Abbott (1982)
that the force-multiplier

�
varies only mildly with temper-

ature (at most by a factor of 2. . . 3) in the B star domain3

( 1L��� � 
 / &&(&�$ / kK), as shown in Fig. 2 for an irradiation by
Kurucz fluxes. The reason for this remarkable constancy – note
that the ionization balance is changing significantly through-
out the considered temperature range – is given by the fact
that the strongest driving lines remain concentrated close to the
maximum of the ionizing radiation field ( 	

' � / ). This coin-
cidence arises from the influence of the radiation field on the
ionization balance: For wind densities typical for OB-stars the
ionization potential of the major ionization stage is approxi-
mately *'J >�# � $��'&&(&�) � �  1 ��� , and the wavelength of reso-

3 Actually, this is also true for O-stars.
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Fig. 4. Force-multiplier � � #� � . Illumination with Planck spectrum (left) and Kurucz flux distribution for ������������� ��� (right). Note that �����  �
is usually a decreasing function of radial wind velocity.

nance transitions from the major ionization stage is of the or-
der 	 * J >�# � / &(&&&+ �  1 ��� . Since the maximum of the func-
tion

'
� / approximately equals � �  1 ��� , the strongest lines are

situated close to this value, almost independent on the actual
ionization structure.

For temperatures 1 ���="	 
��� � � K, the flux maximum shifts
to the Paschen continuum, whereas the most important transi-
tions (even if neutral elements would play a rôle) are still in
the Balmer continuum. As a consequence, the line acceleration
rapidly decreases for temperatures below 10000 K.

Dependence on density. The quantity � A J # �  and thus the
force-multiplier depends on density in two different ways:
Firstly, � A J # �  scales inversely with density via � A J # �  	

 �-� ( � � (see Eq. 24) because the atoms that absorb radiation
in the frequency interval � ' B have a mass per unit area of
� C < � � 2 � �98 % C � � % ��: . This explicit dependence is absorbed in
the optical depth parameter

� 0 4 and the � term, i.e., the larger� 0 the smaller is the resulting force-multiplier
� 8 � 0 : , as shown

in Fig. 4. Secondly, � A J # �  implicitly depends on density via the
ionization structure. Because lower ionization stages have more
lines (close to the flux maximum), the line force grows with
enhanced density for given

� 0 . Note, that the effective wind
density controlling the ionization balance is given by $ � � �
(Eq. 30). This ratio varies significantly only in the lowest part
of the wind and becomes almost constant for larger radii, since
the electron density as well as the dilution factor asymptotically
scale with 
 � � � . Fig. 3 illustrates this implicit dependence of
the force-multiplier.

Dependence on dilution factor. As already shown by Spring-
mann (1997, Fig. 4.4), the force-multiplier varies with

�
via

4 In the following, we denote this parameter by �� , independently
of any direction, since � is an explicit function only of  � and not of
any distinct direction.

the contribution of subordinate lines. For these lines, the occu-
pation numbers of the corresponding levels explicitly depend
on

�
. However, photoionizations from subordinate levels af-

fect the ionization equilibrium only close to the star (
� �	 �9& 
 ),

and subordinate lines contribute anyway less than 10% to the
line force in the considered temperature range (see Abbott
1982). Accordingly, the explicit dependence of

�
on

�
is only

weak.

Dependence on ionization structure. The ionization structure
is determined by the ionizing radiation field (and the effective
density) and is decisive for the force-multiplier. In the follow-
ing, we discuss some physical consequences for

�
as the result

of different temperatures and/or ionization structures
Fig. 4 displays the quantity

�
in the relevant

� 0 range for� ��� 8�$L� � � : E 
 
 , � E �9& / and Planck (left) and Kurucz
(right) flux distributions (

� ��� � E )9& � ), respectively, as func-
tion of 1,��� E 
 / � ���'&&(&5$ / ��� � K. For fixed

� ��� � 0 , � varies
with temperature by a factor less than 2. . . 3 ( "	 �9& / dex) in
both cases and is a monotonically decreasing function of

� 0 ,
as already pointed out. Note that

� ��� � 0 is usually a decreas-
ing function of radial wind velocity, i.e., the right parts of the
figures correspond to the situation in the inner wind.

For Planck irradiation, the force-multipliers show the
strongest variations for different temperatures at low

� ��� � 0
( � � ��� � "	 �9& + , for

� ��� � 0 "	 ��� ), whereas for Kurucz flux
distributions this behaviour is not found, and

�
is markedly

larger (roughly 0.8 dex) for large values of
� ��� � 0 .

To understand these differences, let us take a closer look
at the underlying physics. The contribution of the various el-
ements to the total line acceleration is displayed in Fig. 5
(
� E �9& / and

� ��� 8�$ � � � : E 
 
 ), where we have plotted the
logarithm of the quantity9
��� E)(

A J # �  �
' � /� 8 
 � � � � ! #�� : (31)
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Fig. 5. Contribution of different atomic species to the line acceleration for $ � % � 15000 K (left) and 25000 K (right), plotted over atomic
number � and optical depth parameter #� . For the definition of � �&% , see text. Kurucz irradiation, " � 0.5, ����� � � �! �" � ����� .

over the atomic number
�

and
� ��� � 0 5. In both cases, the largest

contributors are the CNO group (
�

= 6 . . . 8), the elements sili-
con, phosphorus, sulfur and argon (

�
= 14, 15, 16, 18), and the

elements of the iron group (chromium, manganese, iron and
nickel (

�
= 24, 25, 26, 28). For very small values of

� ��� � 0
(
� ��� � 0 "	 ��� ), only the CNO group (for 13��� E $ / � ��� K, ad-

ditionally phosphorus and sulfur) contributes significantly to9
��� . For large

� ��� � 0 (
� ��� � 0�� � $ ), iron dominates the other

elements by far (note the logarithmic scale for
9
��� !) (cf. Puls

et al. 2000).
Since the considered parameter space represents winds

which are not optically thick yet, the line transitions of the
most abundant elements are mostly unsaturated (except for sin-
gle meta-stable and resonance transitions), and

9
��� follows

closely the adopted abundance pattern (solar abundances, taken
from Anders & Grevesse 1989 and Grevesse et al. 1996).

For Kurucz irradiation, the force-multipliers are markedly
larger than for the black body case, owing to systematically
lower ionization stages in the former. Fig. 6 shows the ma-
jor ionization stages for 13��� E $�� ��� � K,

� E �9& / and� ��� 8�$L� � � : E 
�
 present in both cases. For Kurucz fluxes, in
particular the major ionization stages of the most contributing
elements are one stage below the ones in the Planck case. Since
the lower ionization stages provide more driving lines, also the
force-multipliers are larger. This behaviour is a consequence of
the reduced ionizing flux below the Lyman edge (911 Å).

Fig. 7 displays the frequency dependent radiation tem-
perature 1L2 4 6L8

' : of the adopted Kurucz fluxes: the radiation
temperatures at the decisive transitions (see Figure) are much
smaller than in the Planck case, of course due to line-blocking,
which is one of the most important physical ingredients which
has to be accounted for in calculating realistic stellar model

5 With Eq. (26), we then have � � � � ���
	�� ����  �� � ��� �&%  � . Thus,
� � % can be interpreted as the effective number of optically thick driv-
ing lines (cf. Abbott 1980, Eq. 8).

Fig. 6. Major ionization stages for illumination with black-body and
Kurucz fluxes for $ �&% � 20000 K and �����(� ����� � .

fluxes in the EUV. As a consequence, lower ionization stages
dominate for Kurucz irradiation.

As mentioned above, the considered line transitions are di-
vided into three groups: resonance lines, lines with a meta-
stable lower level and subordinate lines with a lower level lead-
ing directly to a ground or meta-stable level. An inspection of
the contribution from these groups in the temperature range
around 20000 K shows that the CNO group contributes most at
small

� ��� � 0 via only a few resonance transitions and transitions
to meta-stable levels, whereas the iron group dominates via nu-
merous transitions to meta-stable levels at large

� 0 (cf. Abbott
1982 and Puls et al. 2000). Note that this behaviour of the dif-
ferent line groups is very similar for irradiation with Planck or
line-blocked fluxes, respectively.

The properties of the force-multiplier can be summarized as
follows: The force-multiplier mainly depends on the optical
depth parameter

� 0 and the effective wind density $ � � � . For
fixed $ � � � ,

�
varies comparatively weakly with temperature
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Fig. 7. Radiation temperature $ ���� ��� � for Kurucz fluxes at $ � % =
20000 K. We have marked the ionization energies of iron, FeV/VI

(164.22 Å), FeIV/V (226.26 Å), FeIII/IV (404.53 Å), FeII/III (766.14
Å), and oxygen, OIV/V (160.16 Å), OIII/IV (225.64 Å), OII/III (352.67
Å), OI/II (910.44 Å).

(except in certain cases) and dilution factor
�

. For large
� 0

(i.e., high densities and/or small velocity gradients), numerous
unsaturated transitions of the iron group elements (in particu-
lar, iron itself) dominate the line acceleration; for small

� 0 (i.e.,
low densities) a few strong resonance or quasi-resonance tran-
sitions (especially from the CNO group) are decisive. The con-
tribution from subordinate lines has only minor impact in the
temperature range considered here. (Those lines become more
important for 1L��� �	 ��� ��� � K when the corresponding levels
are stronger populated).

The irradiation of the wind material is crucial for the ion-
ization structure: Since Kurucz flux distributions show a dras-
tically reduced ionizing flux for wavelengths shortward of the
Lyman edge, they give rise to systematically lower stages than
in the black-body case. As a consequence, the force-multipliers
are larger up to one order of magnitude.

In the first place, the magnitude of the force-multiplier is
determined by the ionization structure present, rather than by
the flux weighting factor

� / � � . As numerous test calculations
have shown, the differences in

�
are only marginal if one uses

either Planck
� / � � or Kurucz

� / � � flux weighting factors, if
one assumes identical ionizing fluxes in both cases. This fact
will turn out to be of importance for our further proceeding of
calculating consistent force-multiplier parameters, described in
the next section.

6. The line force parameterization

Based on the properties of the force-multiplier
�

, we will de-
velop now the parameterization of the line acceleration.

6.1. Minor simplifications

To this end and in order to reduce the computational effort, we
adopt the simplifications described in the following.

In our approach, we neglect any diffuse radiation, i.e., we
account only for the direct stellar radiation originating from
the stellar surface. In a spherically-symmetric and radially ex-
panding wind, the material around a specific location � ex-
pands locally into all directions. If we superimpose a differen-
tial rotation law to the radial expansion, we cannot exclude that
the matter experiences a compression along certain directions/ , provided that the additional velocity components are large
enough compared to the radial one. In such a case, a purely
local formulation of the line acceleration may be questionable
if there are non-local resonance points in the wind with zero
projected velocity relative to � . The set of all these resonance
points forms the so-called common point (CP) resonance zone
referring to � (cf. Rybicki & Hummer 1978).

If a ray pointing from the stellar surface to � inter-
cepts this CP zone at �  before it hits � , then the in-
tensity changes (in Sobolev approximation) as 1 ! >  </

E1 ! 2 �/ � � ��� 4	��
 � ��6 %  � 8 �  : 8 
.� � � ��� 4���

� �,6 : (with the local source

function
 � 8 �  : ). Consequently, the purely local expression for

the line force (Eq. 24) has to be replaced by a formulation of
radiative transfer that accounts for the influence of non-local
processes (see Rybicki & Hummer 1978, Mazzali 1990).

However, a parameter study performed by Petrenz (1994)
has clarified that such CP resonance zones may arise in rotating
winds only for very shallow radial expansion laws combined
with extreme rotation rates ( C 2 >@< �	 �G& / C�N ). Even then, the
CP zones subtend only a minor part of � I . Therefore, the local
description of the radiative transfer is a fairly good approxima-
tion and we assume the incident intensity 1 I/ 8 � � /  : ( /  : � I )
to depend only on the physical conditions on the stellar surface.
For our test calculations, the radiation field at location � on the
surface follows either a black-body law (with 1 ��� � 1���� 8 � � : ,
see Sect. 3.1) or is taken from a model flux distribution (corre-
sponding to the local values of 13��� 8 � � : and

� ��� � 8 � � : ).
In principle, one might also consider the rotational Doppler

shift of the photospheric spectrum when calculating 1 I/ 8 � � /  : .However, this shift has significant values only close to the equa-
torial plane and majorly leads to a moderate broadening of ion-
ization edges in the ionizing flux. This in turn might cause a
small change in the ionization balance. The computational ef-
fort required for this exact description, however, is consider-
able, and we will neglect this secondary effect. In the same
spirit, we neglect the directional dependence of 1 I/ 8 � � /  : re-
sulting from limb darkening.

In our time-dependent 2-D simulations, the local force-
multiplier parameters

� � ��� 8 � : , � 8 � : , �98 � �L: are repeatedly up-
dated in the course of the hydrodynamic evolution to guar-
antee their convergence consistently with the flow. At every
co-latitude � of the hydrodynamic grid, this procedure re-
quires the force-multipliers

�
to be calculated at a certain

number ( � 
� ) of radial grid points � 0�� E 8 � �@� 0�� : (SG

= “subgrid”, see below). These values have to be determined
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before every update of
� �����

, � , � . Despite our simplified
NLTE formalism, the computation of the sum in Eq. 26 for
such a large number of grid points would be very cumber-
some. Therefore, we determine the force-multipliers

� 8 �  :
by interpolation on tables which cover the parameter space of
maximum width

<
1 ��� � J # � 1'��� � 4 � > * <

� ��� � 0 � J # � � ��� � 0 � 4 � > *<
� ��� 8�$L� � � : � J # � � ��� 8�$L�@� � : � 4 � > * < � � J # � � � 4 � > (with effec-

tive temperatures 1 ��� as defined further below). Once com-
puted, these force-multiplier tables can be employed for any
other or additional time-dependent hydrodynamic simulation.

6.2. Quantities of the radiation field

According to Eq. 26, the force-multiplier
� 8 � : depends on

several quantities related to the radiation field: Firstly, on the
ionizing flux � / and secondly on the line strengths

� � . � / is
a direction-weighted vector quantity, � / E�� * � 1 I/ 8 � � / : /

%
� ,

whereas the line strengths
� � depend implicitly – via occupa-

tion numbers – on the mean intensity � / E 8 
 � � �3: � * � 1 I/
%
� ,

which is an angle-weighted scalar. Both � / 8 � : and � / 8 � : de-
pend on radiation temperatures 1 25476 8 � � 8 � � /  : : ( /  : � I ) at
the stellar surface. With present computational capacities, a si-
multaneous exact integration of � / and � / over solid angle and
frequency is not possible. Since we have seen that it is the fre-
quency dependence of 1 25476 which is crucial for the resulting
force-multipliers (cf. Sect. 5), we have to account for this de-
pendence at least in an appproximate way. To this end, we will
define below angle-averaged, frequency-independent effective
temperatures, at every location � .

For these averaged effective temperatures (which can be
regarded to represent different atmospheric models), we take
the according flux distributions from a grid of plane-parallel
Kurucz fluxes (as function of 1,��� ), which, in course, fi-
nally provide the frequency-dependent radiation temperatures
1 25476 8 � � ' : required to establish the local ionization structure. 6

6.2.1. Radiation temperatures for black-body irradiation

Before we define the mean effective temperatures mentioned
before, we investigate how strongly the radiation tempera-
ture varies throughout the wind if the stellar surface emits
as a black-body. Neglecting limb darkening, we can si-
multaneously account for the dependence of 1 I/ 8 � � /  :

E
� /

<
1 25476 8 � � 8 � � /  : : > on /  and

'
: In this case, the mean in-

tensity

� / 8 � : E 
� � #
�

�� * � � /

<
1 25476 8 � � 8 � � /  : : > % �

� � � / 8 1'2547698 � �
' : : (32)

6 This approach (one flux distribution for one mean effective tem-
perature $ � % ��� � ) allows the corresponding force-multipliers to be in-
terpolated from a model-independent table (cf. Sect. 6.1), in contrast
to the case of an exact procedure.

Fig. 8. Averaged radiation temperatures $  ��� ��� ��� � for a rapidly ro-
tating B2 main-sequence star with $ �&% � 20000 K, � �� 	 � 350
km s 	�
 and black-body surface at two radii ( � ������� � , � ���� ������$�� � ). Stellar oblateness and gravity darkening based on the
von Zeipel law have been considered. Other relevant parameters are
��� �� 	 = 486 km s 	�
 ,  ���� �� � ��� ' � , effective temperature at the pole$ �&%�� � � ' �!����� K and at the equator $ �&%�� � � � �!�#"�$�� K, polar gravity�����(�&% � � �'$�� ��� and normal gravity at the equator �(% � � � �)��� ) � .
provides the radiation temperature 1 2547698 � � ' : averaged over
� I :
1'2547698 � � ' : E+*

'
�  


� � � 
 % 8 $ *
' ' � �G8 " � � / : �

(33)

� / can be computed numerically via Eq. 32, with 1325476 8 � � 8 � ,/  :7: E 1 ��� 8 � � 8 � � /  :7: . For the model of a rapidly rotating
B2 dwarf (corresponding to the “S-350” model discussed by
OCB), Fig. 8 displays the frequency dependence of 1 25476 8 � � ' :
for two representative radii � at different co-latitudes � . At the
stellar surface 8 � � � � : , the mean intensity � / is determined
entirely by local conditions with radiation temperature inde-
pendent of frequency, given by 13��� 8 � E � � : . For larger dis-
tances, different surface elements covering a wider temperature
range contribute to � / . In consequence, 1 25476 decreases over the
poles because cooler regions near the equator contribute to the
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radiation field, and, vice versa, 1 25476 increases over the equa-
tor. Simultaneously, the difference of 1 2547698 �;: for different �
becomes smaller.

1 25476 varies only weakly with frequency, even in the short
wavelength range where the sum of the different local Wien
law emissions causes a slight increase of 1 25476 . For large � ,

� /follows the Rayleigh-Jeans law, and 1 25476 does not longer vary
with wavelength.

6.2.2. Mean effective temperatures

In the following, we will account for the simultaneous depen-
dence of 1 I/ 8 � � /  : on physical properties of the stellar surface
(i.e. at 8 � � 8 � � /  : : ) and on frequency

'
in an approximate way.

Our method uses quantities depending either on the angle-
weighted mean intensity � / (for calculating ionization struc-
ture, occupation numbers) or on the direction-weighted radia-
tive flux � / (for calculating force-multipliers). To describe the
frequency dependence of � / 8 � : and

� / 8 � : , respectively, we
define two different effective temperatures being independent
of frequency, in the spirit of our introductory remarks above.

1. According to Eq. 26, the force-multiplier
�

is a flux-
weighted quantity with factor

' � / � � , which is finally ab-
sorbed in the force-multiplier parameter

� �����
(see Eq. 46).

If the radiative flux
� / 8 � : � 2 � / 8 � : 2 is taken from a model

atmosphere flux distribution, the latter should correspond to
a local “continuum effective temperature” 1 ��� � I >�#�< which en-
sures that the total flux given by the flux distribution,

� 8 � : E� N
/ +
$ � / 8?1 E 1'��� � I > #@< : %�' , equals the stellar flux given by in-

tegration over � I . In other words, the definition of 1 ��� � I >�#@< 8 � :
should follow from radiative flux conservation in � . Thus we
have on the one side� 8 � : E 2 � 8 � : 2 E ������ #

�

 � * �

N# $
� /

<
1L2547698 � � 8 � � /  : � ' : >!% ' /+ % � ������

E
������ � � #

�

 � * � 1 K��� 8 � � 8 � � /  : /  % � ������

�
������ #
�

 � * � /  

%
�
������ ��� 1 K��� � I >�#�< & (34)

(Note the vector character of � 8 � : = � 8 � ����: , which guaran-
tees that � is oriented perpendicularly to the stellar surface,
thus having both a radial and a non-vanishing polar compo-
nent.)
On the other side, frequency integration of the local photo-
spheric flux distribution on the stellar surface,

� / 8 � � : , yields
the local radiative flux

� 8 � � 8 � � /  : : E � 31 K��� 8 � � 8 � � /  : : .
Comparing both sides, we obtain the desired effective temper-
ature 1 ��� � I >�#@< 8 � :
1'��� � I >�#�< 8 � : E � ���� # � 
 � * � /+ % � ���� �M�

������ #
�

 � * � 1 K��� 8 � � 8 � � /  :7: /+ 

%
�
�������� �� � �7K � (35)

which can be easily calculated in dependence on the surface
deformation. For constant surface temperature, 1 ��� � I >�#�< 8 � : E
1 ��� , of course.

2. In a slightly different way, we address the question for
the flux distribution providing the radiation temperatures
1�2 4 698 � � ' : which determine ionization structure (Eq. 30) and
occupation numbers (line strengths

� � ). The crucial quantity
here is the angle-weighted mean intensity � / .

In analogy to 1 ��� � I > #@< , the effective temperature for the
ionizing flux distribution should follow from averaging the sur-
face temperatures 1 25476 8 � � 8 � � /  : � ' : over � I .

1'��� � I >�#@< followed from the requirement of flux conser-
vation, by averaging the fourth power of the stellar sur-
face temperature 1L��� 8 � � 8 � � /  :7: . In contrast to

�
, � / is a

frequency-dependent quantity, and the local radiation tempera-
ture 1 25476 8 � � 8 � � /  : � ' : should depend differently on frequency
at various co-latitudes � � , in particular, if the stellar surface
does not emit a black-body spectrum.

With � / 8 � : E � �

 � * � 1 I/ 8 � � /  :

%
� , we can at first define

an average temperature 1 2547698 � � ' : ,
� / 8 1'2547698 � �

' :7: � 

�� I

#
�

�� * � � / 8?1L2547698 � � 8 � � /  : �

' : : % � � (36)

with �� I from Eq. 29. Requiring the conservation of radiative
flux

� E � N
/ +
$ � /

% '
yields the local effective temperature

1 ��� � > I�I�8 � : :� 8 � : E � N#
/ +
$
� / 8 1 25476 8 � �

' :7: %�' � �  1 K��� � > I�I 8 � : & (37)

If we insert now the expression for
� / 8 1'2547698 � �

' : : (Eq. 36)
into Eq. (37) and change the order of integration over � and

'
,

we find

�� 1 K��� � > I�I E 

�� I
#* ���	 
 N# $ %�'

� / 8?1 25476 8 � � 8 � � /  : �
' : : � �� % � &(38)

The integration over
'

on the RHS of Eq. (38) yields 8 � �� �3:
1 K��� 8 � � 8 � � /  :7: . Thus, the effective temperature 1 ��� � > I�I 8 � :
reads

1 ��� � > I�I E�� 

�� I

#
�

 � * � 1 K��� 8 � � 8 � � /  :7:

%
���� ���7K & (39)

In contrast to the direction-weighted temperature 1 ��� � I >�#@< , we
have to integrate over

%
� rather than over /  % � , due do the

different angular weighting process inherent to mean intensity
and flux, respectively. Fig. 9 displays both effective tempera-
tures, 1 ��� � I >�#@< and 1 ��� � > I�I , and their difference for the above
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Fig. 9. Mean effective temperatures $ � %�� � ��� 	 and $ �&%�� � ��� for the
same model as in Fig. 8. Top panel: averaged continuum effective
temperature $ �&%�� � ��� 	 ; middle panel: averaged effective temperature$ � %�� � � � ; bottom panel: difference $ �&%�� � ��� 	�� $ �&%�� � ��� .

B2 dwarf model. Primarily, both quantities are a function of
co-latitude � . For � � � � , they are identical since they de-
pend on purely local conditions, with 1 ��� � I >�#@< E 1'��� � > I�I E
1L��� 8 � � : . For larger radii � , the polar wind is illuminated by ad-
ditional cooler surface elements and both 1 ��� � I >�#�< and 1 ��� � > I�I
drop (and vice versa for the equator). As for the black-body
case (Sect. 6.2.1), even for large distances from the surface the
mean radiation field remains strongly affected by the physical

conditions at the foot point 8 � � � � � 8 � � : : : An easy geometri-
cal consideration shows that no radiation exactly from the pole
contributes at locations in the equatorial plane and that the po-
lar wind remains unaffected from equatorial radiation.

Compared to their variation with co-latitude, the difference
between 1 ��� � I >�#@< and 1'��� � > I�I is surprisingly small. Its order
of magnitude can be easily checked, if one assumes a spherical
stellar surface and a linear dependence on � ,

1 ��� 8 ��: E 1 ��� 8 � E 
 : % 87� 1'��� ��: 8 � � 
 : �98 � � � 
 : � (40)

which is justified by Fig. 9 (top and middle panel).
E.g., over the pole 8 � E � : at � E 
 & / � � we obtain

1 ��� � > I�I E � �� � 1 ��� 8 ��: % � � � �� � % � = 42450 K and 1 ��� � I >�#@< E
� �� � 1 ��� 8 ��:�� % � � � �� � � % � = 42560 K. Thus, the difference be-
tween both temperatures has the same order of magnitude
as the exact numerical result, and 1 ��� � I >�#@< slightly exceeds
1'��� � > I�I .

For intermediate radii, the direction-weighted temperature
1 ��� � I > #@< is slightly more influenced by the local temperature
at the surface point 8 � � � � 8 � :7: (respectively, by the tempera-
ture at neighbouring surface elements, since the surface is not
entirely spherical). Thus, 1 ��� � I >�#�< is larger (smaller) than the
angle-weighted quantity 1 ��� � > I�I over the poles (in the equato-
rial plane). The larger � , the more the radiation field becomes
radial, and the difference between both temperatures vanishes.

The fact that these effective temperatures vary much
stronger with co-latitude � than with distance � justifies also
our concept of a representative illuminating flux distribution
taken for a mean effective temperature: In � E 8 � �@��: , this flux
distribution is in accordance with a spectrum at least similar to
the emission at 8 � � � � 8 �;: : .

The flux distribution is a function not only of effective tem-
perature 1 ��� , but also of gravity

� ��� � . Since the Kurucz fluxes
depend only weakly on the variations of

� ��� � we are interested
in, we take, for all � in the wind, the surface-averaged value� ��� � � � ��� � 4 �� (PP96, Eq. 30).

6.2.3. The dilution factor

Owing to stellar oblateness, the dilution factor
�

(Eq. 29) be-
comes a function not only of � but also of � . Fig. 10 displays
the ratio

� � � �@�LB (
� �@��B from Eq. 22) for our B2-dwarf

model.
� �@�LB is normalized to the polar radius �;! .

For all � , � � 8 � : is greater or equal � ! , and
�

always
exceeds

� �@��B . Due to oblateness, this discrepancy between�
and

� �@�LB is largest close to the star with the maximum
effect in the equatorial plane. The radial variation of

� � � �@��B
for constant � is caused both by curvature and asphericity of
the stellar surface.

Over the poles, the surface curvature is weaker than in the
spherical case (see Collins 1963, Fig. 1). Therefore, the solid
angle � I always exceeds the value for a spherical star with
� � E � ! (except for � E � , � E � ! ). For larger � , � I grows
compared to the spherical value, due to the enlarged surface.
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Fig. 10. The ratio "  �" 
 	�� for the B2-star from Fig. 8 with $ �&% �
20000 K, � �� 	 � 350 km s 	�
 , at different radii � and co-latitudes � .

At the equator, the surface curvature is stronger than in the
spherical case, and the significant discrepancy between

�
and� ���LB for � � 8 � E � � $ : decreases for larger � .

Far away from the star, the solid angle subtended by the
stellar disk observed equator-on is smaller than viewed pole-
on. In the latter case, one looks upon a rotationally-symmetric
object with the same maximum extent for all azimuthal angles*

(cf. Fig. 1).
As Fig. 10 clarifies, the difference between

�
and

� �@��B
only marginally exceeds a factor of 2. With respect to the weak
dependence of the force-multiplier

�
on

�
(see Sect. 5), this

difference is not relevant for qualitative studies.

6.3. Depth-dependent force-multiplier parameterization

Fig. 3 and 4 show a clearly non-linear dependence of the force-
multiplier

� ��� �
on

� ��� � 0 and
� ��� 8�$L� � � : . The physical rea-

son for this is, on the one hand, that the approximation of the
line distribution function by a power law with constant expo-
nent � is not entirely sufficient. As shown by Puls et al. (2000),
� varies systematically as function of line strength

� � , thus im-
plying a curvature of

� 8 � 0 : as function of
� 0 . On the other

hand, the exponent � depends also on the ionization structure,
and, as a consequence,

� ��� �
becomes a non-linear function of� ��� 8�$L� � � : .

Because of this non-linear behaviour, the classical fit with
global

� � ���
, � , � may lead to severe discrepancies between

the fit values
� ! 47254 � and the actual force-multipliers

�
(see

Kudritzki et al. 1998, hereafter Ku98, Fig. 5).
For this reason, Ku98 proposed an improved parameteriza-

tion of the force-multiplier, using the most simple fit formula
of higher order for

� ��� �
which allows for a linear dependence

of � and � on
� ��� � 0 and

� ��� 8�$ � � � : ,
� ��� � 8 � 0 � $L� � � : E � ��� �

$
� � � ��� � 0 % � � ��� �$ (41)

� E �

$
8 
 % � � �

��� � 0 : (42)

� E �

$
8 
 % � � �

��� �$ : %��
$
� ��� � 0 � (43)

with �$ E 
(���M�@� 8�$L� � � : and
�
$

corresponding to the CAK
parameter

� �����
. The fit is performed via the least-square solu-

tion of the over-determined system of linear equations for the
unknown

�
$
, �

$
, � � , �

$
, � � , �

$
:

� ��� � 8 � 0 � � �$ ��: E � ��� �
$
� � 8 � 0 � : � ��� � 0 � (44)% �98 � 0 � � �$ � : � ��� 8 �$ � : �

8 
:

 &(&&

9 # �  : 
 &&(&
9
�� : �

with
9 # , 9

�� the number of input points of
� ��� � 0 and� ��� 8�$L� � � : , respectively.

As shown by Ku98, this parameterization provides fits of
the force-multipliers with errors smaller than "	 �G& 
 dex in� ��� �

, where those fits cover completely the ranges in
� ��� � 0

and
� ��� 8�$L� � � : relevant for the corresponding spectral type of

the star.
Since we will determine the parameters

� � ���
, � , � in our

hydrodynamic simulations by means of Eq. 41 – 43, we have
to check how well these values agree with the actual ones, i.e.,
those obtained by a piecewise differentiation of

� ��� �
with re-

spect to
� ��� � 0 and

� ��� 8�$,� � � : , respectively. For some typical
cases, Fig. 11 demonstrates that the new parameterization re-
produces � and � in the correct order of magnitude and also
succeeds in a qualitative reproduction of � as function of

� ��� � 0 .
At this point of reasoning, the obvious question arises why

we employ this particular method to determine
� � ���

, � , � in-
stead of deriving them directly by piecewise differentiation of�

, moreover since the latter method yields results with higher
precision. Briefly, there are two reasons:

(1) During the hydrodynamic evolution of the flow, one does
not know a priori whether the momentary local values of

� � ���
,

� , � will guarantee hydrodynamic stability for subsequent time
steps. Since local variations of

� 0 by two orders of magnitudes
are quite possible (e.g., if a disturbance propagates through the
wind), one needs a globally valid description for

� � ���
, � , �

which covers the entire range of possible values for
� 0 and$L� � � .

(2) Secondly, the line acceleration � A J # �  8 � : can vary drasti-
cally on relatively small spatial scales due to strong variations
of

� 8 � : and the corresponding force-multiplier parameters �
and � if a piecewise differentiation of

�
is employed. This lack

of a “smooth” acceleration may cause severe disturbances of
the flow and prevent the flow from converging to its stationary
solution. Test calculations, both for 1-D and 2-D winds, have
confirmed this behaviour.

If, on the other hand, we formulate � A J # �  by means of globally
fitted parameters as described above, we avoid these problems,
of course at the expense of variations in � and � not reproduced
very precisely (cf. Fig. 11). This lack of precision results from
our approximation of using only linear functions in

� ��� � 0 and� ��� 8�$ � � � : for � and � , respectively, and from the notion that
the fit procedure has to cover a relatively broad range in

� ��� � 0
and

� ��� 8�$ � � � : .



P. Petrenz & J. Puls: 2-D non-LTE models of radiation driven winds from rotating early-type stars 17

Fig. 11. Force-multiplier parameters � and
�

as a result of piecewise differentiation (non-linear curves), compared to a determination via
Eqs. 42/43 (linear functions, being degenerate for � ��� � ��"� ). Top panel: $ � % = 20000 K, irradiation by Kurucz flux distribution ( ����� � = ��� � );
bottom panel: $ � % = 40000 K, Planck fluxes.

As pointed out already above, however (see Ku98), the
multiplication of the three factors

� � ���
,
� � (0 and �$ � finally

yields a good reproduction of the force-multiplier itself: On the
average, local discrepancies in � and � are compensated by the
fit value of

� �����
. Fig. 13 clearly demonstrates this behaviour.

The actual procedure to determine
������� 8 � : , � 8 � : and �98 � : in

our hydrodynamical simulations is described in the next sec-
tion. By means of these quantities then, the line acceleration

� A J # �  	 � � ��� 8 � : �$ � 4�� 6 # �

 � *�� � 0 8 � � /  : � ( 4�� 6 /  % �

is calculated. Inaccurately determined values of � may lead to a
biased direction-weighting of the contributions

� 0 8 � � /  : � ( , if� 0 varies strongly as function of /  . In our 2-D approach, how-
ever, we will restrict ourselves to this conceptionally simple
representation of the force-multiplier parameters, especially in
view of problem (2) discussed above.

As an obvious advantage, our parameterization is consis-
tent for all spectral types and requires minimum computational
effort during the hydrodynamic calculation. In particular – and

contrasted to previous 2-D approaches (models by BC and
Owocki and collaborators, restricted to constant line-force pa-
rameters) – it allows for a quantitatively reasonable description
of the line force that accounts both for local physical conditions
and the non-local stellar radiation field.

6.4. Local line force parameterization in 2-D winds

In the following, we generalize the parameterization introduced
in Sect. 6.3 to 2-D winds from rotating stars, in particular
accounting for the polar gradient of the surface temperature
1���� 8 � � 8 � � /  : : 8 /  :

� I : . Considering the line accelera-
tion (Eq. 24), the generalized expression obviously would read
(cf. Sect. 3.2)� A J # �  8 � : E � �" #*�� % � /  1 I 8 � � /  : � � ��� 8 � � /  :* � $L��8 � : " 
� �M�@�� 8 � : � � 4��

� �


6 * � 2 /  "�3 8 /  5 : 2�1� ��8 � : C < � � 2 � � ( 4��

� �


6

�
(45)
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with direction-dependent CAK parameter

�	����� 8 � � /  : E
9 $

C < � � 2 �" � 8 � 8 � � /  :7:

 � � 8 � � /  :* N# $ %�' � / 8
' : ' � 1 I/ 8 � � /  :1 I 8 � � /  : � & (46)

Since we neglect the dependence of the ratio 1 I/ 8 � � /  : /1 I 8 � � /  : on direction, we can replace this expression by the
average flux weighting factor

� / � � and extract
� ����� 8 � � /  :

from the integral. Also � 8 � � /  : and �98 � � /  : are replaced by
average values � 8 � : , �98 � : , so that the line force is finally given
by

� A J # �  8 � : E �1�" �	����� 8 � : � $L�D8 � : " 
(� �M���� 8 � : � � 4��
6

* #
�

 � * �

%
� /  1 I 8 � � /  : � 2 /  #"�3 8 /+ 5 : 2��� �L8 � : C < � � 2 � � ( 4��

6
& (47)

This approximation – compared to the “exact” expression
(Eq. 45) – can by justified as follows:

With respect to employing an average value for
� �����

, we
avoid otherwise severe problems with normalization, since the
flux distribution

� / � � will be taken at an effective temperature
1 ��� � I >�#�< (Eq. 35) which ensures flux conservation in � .

For � , the formal dependence on direction is actually redun-
dant, since � parameterizes the force-multiplier as a function of
ionization structure. The latter depends only on isotropic quan-
tities, $ � 8 � : and

� 8 � : , and we can extract the factor �$ � from
the angular integral. Thus, � becomes a function of � only.

� describes the reaction of the force-multiplier on changes
in

� ��� � 0 . In the expression for � A J # �  (Eq. 47), we integrate
over different values of

� 0 8 /  : as function of direction. The
force-multiplier

�
is an explicit function of

� 0 , and does not
depend explicitly on any particular direction /  . Therefore, the
integral# * � 1 I 8 � � /  : /  � 0 8 /  : ( 4�� 6 % � �

evaluated with a value of � that has been determined from
representative 1-D force-multipliers (see below) constitutes a
plausible approximation of the “exact” expression# * � 1 I 8 � � /  : /+ � 0 8 /+ : ( 4�� � � 


6 %
� �

with � 8 � : as an average value of the directional dependent
quantities � 8 � � /  : .
The actual (average) values of

� ����� 8 � : , � 8 � : , �98 � : are now
calculated in the following way:

At first, we derive local force-multipliers

� 8 � � : E 8 
 � � � : (
A J # �  � 8 ' � / � � : 8 
 � +�,�- 8 � � � � � : :

(with radial depth parameter
� � ) at typically 10. . . 12 radial grid

points � 0�� and all co-latitudes � , which are a subset of the nu-
merical 2-D hydro grid � � � ��� � � , with � 0�� between � � 8 � : and
a maximum radius � � 4 � � � � � 8 �;: (see also Sect. 7.1). This
calculation bases on our approximate NLTE solution described
in Sect. 4.

The radiation field for the flux weighting factor
� / � � is

given by the flux distribution at (direction averaged) effective
temperature 1 ��� � I >�#@< (Sect. 6.2.2), thus ensuring flux conser-
vation in � . The ionizing radiation field (decisive for ionization
structure and line strengths

� � ) is taken for the angle-averaged
effective temperature 1 ��� � > I�I (Sect. 6.2.2), thus accounting for
its crucial frequency-dependence. Since 1 ��� � I >�#�< and 1'��� � > I�I
are frequency-independent effective temperatures locally aver-
aged over � I , our model also accounts for the dependence of
the radiation field on location.7

Therefore, the force-multipliers
� 8 � : determined in this

way may be regarded as representative quantities (indirectly)
averaged over � I . Consequently, the according parameters (as
function of � only) derived from these force-multipliers repre-
sent average values of the corresponding direction-dependent
quantities

�	� ��� 8 � � /  : etc.
To save computational time, the

� 8 � : are interpolated
from a pre-calculated table as function of 1 ��� � I >�#�< 8 � : �1 ��� � > I�I�8 � : , � 8 � : , � � 8 � � � : and 8�$ � � � : 8 � � � : , with time

�
(cf. Sect. 6.1).

As shown in Fig. 9, 1 ��� � I >�#@< and 1'��� � > I�I vary much
weaker with radius � (for constant � ) than with co-latitude �
(for constant � ). Thus, the anyhow weak temperature depen-
dence of

�
(cf. Sect. 5) for constant � is negligible compared

to its dependence on
� ��� � 0 and

� ��� 8�$L� � � : , respectively. In so
far, it is sufficient to parameterize

� ��� �
as a function of

� ��� � �
and

� ��� 8�$L� � � : along a radial ray at constant co-latitude � .
For all � then, we determine the force multipliers

� 8 � � :
at the radial subgrid described above, and additionally the val-
ues

� 8 � ��� � � 8 � 0�� : % � � ��� � � , � ��� �$�8 � 0�� : % � � ��� �$ : , with� � ��� �$ E�� �9& $ / ,
� �G& / &&(& � 8 � � ��� �$ :�� 4 � and � � ��� � � E

� �9& / � &&(& � 87� � ��� � � :�� 4 � . These additional force-multipliers
allow us to include the possible range of the non-radial depth
parameters

� 0 8 � � /  ��E 		� : .
By means of these

�
-values, we determine the six parame-

ters
�
$
8 � : E �	� ���

, �

$
8 �;: , � � 8 �;: , �

$
8 � : , � � 8 �;: , �

$
8 �;: sep-

arately for every co-latitude � via Eq. 44. Inserting these pa-
rameters into Eq. 42 and 43 provides � 8 � � � : and �98 � � � : , which
depend on time via

� � 8 � � � : and 8�$ � � � : 8 � � � : , and allows to
calculate finally the line acceleration � A J # �  8 � � � : via Eq. 47.

During the temporal evolution of our simulations, the above
procedure is repeated typically each 100 time steps � � , for each
co-latitude � .

With the local values of
� 8 � : as central values of the

squares in the
� ��� � � - � ��� �$ -subspace defined above, we force

the fit range to be concentrated about the actual values of

7 Since $ � %�� � ��� 	 and $ �&%�� � ��� differ by less than 1% of their ab-
solute value (see Fig. 9), we do not discriminate between these two
temperatures in our hydrodynamic simulations.
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� ��� � ��8 � : and
� ��� �$�8 � : , which are the only input quantities of

our procedure that evolve with time (in contrast to the fixed
quantities 1 ��� � I >�#@< 8 � �@��: � 1 ��� � > I�I�8 � ����: and

� 8 � �@��: ).
Thus, the adaptation of the force-multiplier parameters to the
flow becomes more consistent as if one determines a set of
“global” values

�
$
, �

$
etc. for the entire range of possible

� ��� � �
and

� ��� �$ before the simulation.
As extensive numerical tests have shown, satisfying

fits of the force multipliers require a certain minimum
width of the intervals

< � 87� � ��� � � : � 4 � � % 87� � ��� � � : � 4 � > and< � 87� � ��� �$ : � 4 � � % 8 � � ��� �$ : � 4 � > . In particular, if the
� ��� � � in-

terval is too narrow, the errors in
�
$
, �

$
etc. may become much

larger than the resulting parameters, and the resulting
� ����� 8 � : ,

� 8 � : and �98 � : may obtain unphysical values, preventing a sta-
ble convergence of the flow. Empirically, we found a width of
1.5. . . 2.0 (1.0. . . 1.5) for the intervals in

� ��� � � and
� ��� �$ , re-

spectively.

6.5. Synopsis: Calculation of a consistent 2-D line force by
means of the force-multiplier concept

At every co-latitude � , our procedure provides six constant pa-
rameters

�
$
8 �;: , �

$
8 �;: , � � 8 � : , �

$
8 � : , � � 8 � : , �

$
8 �;: by means

of local force-multipliers
� 8 � : and the values on neighbour-

ing coordinates in the
� ��� � � - � ��� �$ subspace. With these param-

eters, which are repeatedly updated in the course of the hydro-
dynamic evolution, directional independent values of

� ����� 8 � : ,
� 8 � : and �98 � : are determined. These latter values parameterize
the line acceleration � A J # �  8 � : and depend on the local, time-
dependent quantities

� ��� � � 8 � � � : and
� ��� �$�8 � � � : .

Since the force-multipliers
� 8 � : are computed for flux

distributions evaluated at local effective temperatures 1 ��� � I >�#@<
and 1'��� � > I�I averaged over � I , the resulting force-multiplier
parameters can be regarded as representative values averaged
over � I .

The primarily polar variation of 1 ��� � I > #@< and 1'��� � > I�I sug-
gests a fit for

�
$
, �

$
etc. along radial rays for fixed co-latitudes� . It is obvious that the directional independent values of � 8 � :

and
�	����� 8 � : may differ from the “exact” ones � 8 � � /  : and�	����� 8 � � /  : for distinct directions /  . However, this problem

may occur only in intermediate wind regions, i.e., at locations
where the incident radiation field originates from surface ele-
ments with different temperatures. For larger distances, the ir-
radiation becomes radial and its representation by an adequate
flux distribution is certainly reasonable. Close to the star, the
incident intensity is characterized by purely local conditions.
The only effect that would lead to a directional dependence
is the rotational Doppler shift of the illuminating photospheric
spectrum, which is a second order effect and neglected in our
approach, as discussed in Sect. 6.1.

7. Self-consistent models

In this section, we present our numerical results for self-
consistent wind models accounting for both the local physi-
cal conditions and the non-local ionizing radiation field, as de-

scribed in Sect. 6.4. To clarify to what extent a self-consistent
2-D parameterization of the line force influences the physical
signatures/quantities in the wind, we will differentially com-
pare the properties of these new models with those following
from more simple 1-D/2-D simulations using global values for�	�����

, � , � .

7.1. Numerical aspects and tests for 1-D models

While the models evolve to their stationary state, the force-
multiplier parameters consistently adapt to the flow, imply-
ing an additional time-dependence of � A J # �  8 � : , which is any-
way a function of the hydrodynamic variables 5 8 � : , �L8 � : and< / " 3 8 / 5 : > 8 � : . Since

�	� ���
, � , � are determined separately for

every co-latitude � , they are coupled with all force-multipliers� 8 � E ��� ��� 	 �@��: within the radial fit range. To facilitate flow
convergence, the points of the radial mesh 8 � �@� 0�� : are dis-
tributed over a range � 0�� E � � 8 �;: &(&& � � � 8 �;: .8 After initial
disturbances originating at the wind base have been advected
to radii � � � � � , the force-multiplier parameters and thus the
total force-multiplier relax to their stationary value.

The effective temperatures 1 ��� � I > #@< (Eq. 35) and the line
force components 8 � A J # �  � � � A J # �  � � � A J # �  � : (Eq. 24) are determined
(the latter ones for every time step) by a standard quadrature
over 9 * 5 equidistant integration points in

* :�<
� � $ � > * ( :< ( � � � > . To avoid numerical inaccuracies in the outer wind re-

gion, it turned out that
( � has to be fixed very accurately

( � ( � � ( � "	 
� �,� ).
For � " 
� + s physical evolution time (roughly 50 days), the

computation of a self-consistent 2-D model typically required
"	 
(� � CPU hours on a 400 Mflops machine.

Model atmospheres. The flux distributions
� / are taken from

plane-parallel LTE Kurucz model atmospheres (Kurucz 1992),
computed by N. Przybilla (Univ. Observatory, Munich). For
our preferentially considered temperature range ( 1 ��� � $�� � ���
K), these fluxes provide the presently best approximation (com-
promise flux-blocking/blanketing vs. NLTE), although for low
gravities the grid becomes incomplete due to the problem of
too large line accelerations, being inconsistent with the hydro-
static assumption inherent to those models. In such cases, we
used the fluxes from a model atmosphere with the lowest value
of

� ��� � possible for given 13��� . Note, however, that this prob-
lem occurs only for very rapidly rotating supergiants (low

� ��� �
and high temperatures over the poles).

1-D models. In a first step and as a test of our method, we
have computed a number of non-rotating 1-D models in the
considered parameter range. The convergence time of self-
consistent models is larger by a factor 5. . . 10, compared to

8 For computing the force-multiplier parameters, our standard grid
is � ���  ����� � � � ��� � '�' � ��� ���#$*� ��� �#$��)� ��� � '�� � ��� '�� � ��� � � ' � �*����� �*�
$�� �*� ��� ��� . Additional grid points at larger radii lead, if at all, to only
small corrections for ��� , but do not change the surface-integrated
mass-loss rate 	� .
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models with constant
� � ���

, � , � , owing to their additional
“time-dependence”. A comparison with the results by Ku-
dritzki et al. (1998, based on the alternative stationary ap-
proach) showed an almost perfect agreement.

For very thin winds (
�� "	 
� ��� � � ��� ��� ), however, our

method as proposed in this paper does not work: Due to the
maximum value of line strength

� � � 
(� � &(&&@
(� � present in
any wind plasma, the force-multipliers

�
saturate for

� ��� � 0 "	� H ,

� 8 � 0 : E C < � � 2 �" 
� 0 (
A J # �  �

' � � / �� � 
 � � � � ! #�� �
� @ C < � � 2 �" (

A J # �  �
' � � / �� � � & (48)

In consequence, the slope of
� ��� �

(i.e., � ) approaches zero
for

� ��� � 0 "	 � +'&&(& � H , and shows a significant curvature in
this transition region, in contrast to our assumption of being
a linear function of

� ��� � 0 . Thus, the values for � arising from
our procedure become inaccurate in this regime, and are mostly
drastically overestimated for the lowest values of

� ��� � 0 . A so-
lution of this problem is to restrict the fit range to some mini-
mum value of

� ��� � 0 and to continue with an analytical solution
for

� 8 � 0 : in the outer wind, where
� ��� � 0 "	 � +'&(&& �FH .

In view of the additional uncertainties present for thin
winds (e.g., the supposed decoupling of the accelerated metal
ions from the rest material of the wind, see Springmann & Paul-
drach 1992, Porter 1999) and the notion that winds with such
small mass-loss rates are too thin to have any observable effect
on optical/IR emission lines and IR/radio continua, we did not
follow this possibility, however restricted our further studies to
winds with minimum mass-loss rates

�� �	 
� ��� � � ��� �M� .

7.2. 2-D models

As outlined in Sect. 3.3, we have concentrated our investi-
gations on the consequences of rotation for the winds of B-
(super)giants. A thorough understanding of these physical ef-
fects will allow a future application to the analysis of ' ( and IR
emission lines as well as the investigation of additional prob-
lems discussed there.

In a first step, we will analyze some basic effects by means
of a self-consistent reference model. One of the most important
issues concerns the question whether our description account-
ing for 2-D processes still predicts a concentration of wind ma-
terial above the poles (as is true when using global line-force
parameters). With regard to a subsequent application to line di-
agnostics, we will also quantify the density contrast between
equatorial and polar wind.

In a second step, then, we will present the results for a
model grid comprising very rapidly rotating B-stars (mostly
C 2 >@< � C I�2 J < � �G& H / ). The model parameters have been chosen
in such a way that a broad range of luminosities (

� ��� � � � � E��& $G&&(& / & + ) is covered and the (anticipated) mass-loss rates are
well above the minimum value discussed in the last section.
This investigation will facilitate an estimate of maximum ef-

� ����� � $ �&%�� 
 	��
� ������� % � � �
	 � ����� ���  ����  �  � � �  ��

B10-7.5
' ������� ��� �#$�� ��� � � $�� � � � ��� � ) � �

B15-10
' ������� ��� � )�� ��� �#" $�� � � � � � � �!��� �

B15-15
' ������� ��� � � � ��� ' � $�� � � � � � � � � � �

B20-20
' ������� ��� �#��" ' � �!$ $�� )�� ' ��� � ' ��� �

B30-30 ����������� ������� � � ��� � ����� ��� � � ��� � �
B45-30

' ������� ��� ' ��� ' � � � � � $ ) $ � � � ����� �
B60-30

' ������� ��� $ � $ ' � �#� � � ) ' ����� � ����� �
� ����� � � � �"! � �$# �   � � � � � � � � � �� � � �� 	 � � � � �� � � �� 	 � % 	��

B10-7.5 � ��� � ��� "�� ��'�' �#��" ��� '
B15-10 � ��� � ' � ' � $��#$ �#$ ' ' ���
B15-15 � ��� � ��� $�� ��� � $ ' � ��$ )
B20-20 � ��� � ��� $�� � "#� $ ' � ��$#$
B30-30 �&� ��� ��� ��� ��'�� ����� ����'
B45-30 � ��� � ' � ��� $�$ ' � � ' ' ���
B60-30 � ��� � $�� ��$ ���#$ ' ��� � "��

Table 1. Model grid: Stellar and wind parameters. $ � %�� 
 	�� : effective
temperature for � �� 	 = 0;

�
: Eddington-

�
; �����(�(% � � �
	 � : normal gravity

at the pole; � � � � � � � � �� � ( '*) � � � � � � �   � : escape velocity for
spherical stellar surface; ���  � 	 � � � � �� � � � � � � � � � ��& *+ '

: critical velocity
for spherical stellar surface; � �  � 	 � % 	�� : critical velocity for a-spherical
stellar surface (given by PP96, Eq. 20). Velocities in km s 	�
 , and solar
helium abundance ,�- � � ��� � assumed for all models. Bold: Refer-
ence model B30-30.

Model � �� 	 � �� 	��� �� 	 � % 	�� �����(�&% � ��� � � � � � � �  � � $ � %�� ��� $ � %�� �
B10-7.5

'�� � ��� ��� ' � ) � ' " ' ��� ��� � ��'�� � ' ��)#) �
B15-10

' ��� ��� � ' ' � $#� ' ) � ��� ' " � � �#� � ' ��) $ �
B15-15 ����� ��� � ) ' � � $ ����� ��� ��� �!$�$#��� ' �!" ' �
B20-20 ����� ��� � ) ' � �#" ' " ' ��� �#$ �!$ ' � ' ' �!"#���
B30-30 � ��� ��� ��� ' � " � � � " ��� ��� �!" � " � ' � � ' �
B30-30

' ��� ��� � " ' � ) ' $ ) � ��� � � �!� �!$�� ' �#� � �
B30-30 ����� � �.'�� � �.��� ����� ��� ���/�0�1�����2�3�������
B45-30

'�' � ��� � � ��� �#" '�' � ��� ��� �!$ � �!� ' �!" ' �
B60-30 �!��� ��� ��� ��� ) $ � � ) ��� ��� � � � � � ' ��)#)�$

Table 2. Model grid: Parameters related to rotation. Equatorial
radius  � � in units of  � , polar/equatorial effective temperature$ �&%�� � ��$ � %�� � � in K, � �� 	 in km s 	�
 . �&% � ��� and � � � � � ��� denote the equa-
torial normal gravity and escape velocity, respectively (for 1-D Thom-
son acceleration). The corresponding polar values �����(��% � � �
	 � and
� � � � � � � � �� are listed in Tab. 1. Bold: Reference Model B30-30 with
� �� 	 � ' "�� km s 	�
 .

fects of stellar rotation on the resulting wind structure and the
corresponding deviations from the mean 1-D wind-momentum
luminosity relation, both in a global sense and for the polar
and equatorial wind. Table 1 introduces this model grid, and
Tab. 2 tabulates the according parameters related to rotation.
Note, that different rotation rates have been adopted for model
B30-30, which will serve as our reference model described in
the following.
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Fig. 12. Density and radial ve-
locity component for the wind
model B30-30 (KU) and �  � 	 =��� ��� ��� �� 	 � % 	�� � ' "�� km s 	 
 ,
with consistent force-multiplier
parameters. The arrows indi-
cate the polar velocities, with
a maximum (absolute) value� ��� � � ����� � � km s 	 
 .

Model � �� 	 � �� 	  � � �� 	 	� � � ��� 	� � ����� 	� ��� ����� 	� 	 � 	 �
	 	� 
 	�� � � � 
 	 � � � �&��� � � � ��"���� � 	�
� � � �� � �
B10-7.5

' � � ��� ��� ��� � �)� � ��� ��� "#"*� � ��� ��� �!�)� � � � � � $ ' � � ' � ��� ���*� � ' � "#�#" ����� ) "�� �#$
B15-10

' ��� ��� � ' � � ) ' � � ��� ) � � )�� � ��� ��� � � � � ' � ' � � � � � ��� ' � ' �*� � ��� "#$�� � ' � ���#$ � )
B15-15 ����� ��� � ) � � $��)� � ��� � � � ' � � ��� ' � ���)� � ' � ��� $��)� � ��� ��� $#�*� � ��� ����) � �!� ' � ) "#� � �
B20-20 ����� ��� � ) ) � $ � � � ��� ��� ' $ $�� ��")� � ' � ��� ' $)� � ��� ��� ���*� � ��� ���!" ) �!�#$#� ) � � � �
B30-30 �!��� ��� ��� ��� ��' ��� ��� "�� ) � � � ��� ��� � � ��� � � ���!��� �!�#� ) ���!� � '�'
B30-30

' ��� ��� � " ��� � � ' � $ ' � � ���)� � ��� ��� � ) ��� � � ���!��� �!�#� � � � � ' � �
B30-30 (KU) ����� � � '�� � � �1� � � ��� ��� ��� � � ��� ������� ������� ���&'�� �&��� � ����� ���
B30-30 (GL)

' "�� ��� �#� ' � � � ��� ) � � � � �)� � ��� ��� $ ) ��� � � ��� �#� "���� ) � � $ �
B30-30 (P)

' "�� ��� �#� ��� ���)� � ��� ��� ' $)� � ��� � � ' $)� � � � ��� � � � � ' � $�� $ � � � ' � '�' � ) � '�� � ��)�� ) $#�
B45-30

'�' � ��� � � �!��� � ' ��� ) ��� ) � ) � ��� ��� ' � " ��) )�$#� $#$ ) $ )
B60-30 � ��� ��� ��� ) ��� � ��� ��� � "�� �#" ��$�� ' �!��� � " '�� � � " $ ��� � )

Table 3. Numerical results for 2-D wind models. 	� 	 � 	 �
	 : total (i.e., surface-integrated) mass-loss rate in �!� 	�� � ���� 	 
 ; 	� �*� ��� : polar mass-loss
rate at the wind base; 	� ��� � � ����� : polar/equatorial mass-loss rate for � � �  � ; rotational velocities � �� 	 in km s 	 
 ; ��� �� � taken at � � ��� . P/KU:
irradiation with Planck/Kurucz fluxes, GL: Model with global f.-m. parameters. Bold: Reference Model B30-30(KU) with � �� 	 � ' "�� km s 	�
 .
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Fig. 13. Top panel: force multi-
plier parameters for the model
B30-30 ( �  � 	 � ' "�� km s 	 
 )
with Kurucz fluxes, taken from
the fit along radial rays, cf.
Eq. 44.
Bottom panel: “actual” force-
multipliers � ���� ��� interpo-
lated from pre-calculated table
(left) and values � � � �� � ���� ���
reproduced by the fit (right).

� ����� � ��� �&� � � ��� � '�' � ����� ��$ � � ����� ��� ) � ����� ��"�� � �
B10-7.5 ��� �#$ ��� ��� ��� � ' ��� � � ��� ��� �
B15-10 ��� ' � ��� � ) ��� �!� ��� �#� ��� ���
B15-15 ��� � ) ��� ��$�� ��� ��� � ��� ���#" ��� ���#"
B20-20 ��� � � ��� �!� ��� ��� ��� � ��) ��� � �!"

B30-30 (100) ��� � � ��� � � ��� ��� � ��� �#� � ��� �#"
B30-30 (200) ��� ' � ��� ��) ��� �!� ��� ��� ��� �#"
B30-30 (290) � � �1� � � ��� � �.��' � �.��� � � ���
B30-30 (P) ��� � �!� 	 � ' � ) � � 	 � ��� � � � 	 � ' � � � � 	 � ) � ' � � 	��

B45-30 "�� � ��� � �!��� � ����� � ' � � $
B60-30 ��� " ��" "�� "�� � �

Table 4. Optical depth in the Lyman continuum ��� , according to
Lamers & Pauldrach (1991, Eq. 7) for the different B-star wind mod-
els at different co-latitudes � .
The assumption of an optically thin continuum is invalid for the
models B45-30 and B60-30, since ��� is larger than unity for all co-
latitudes. P: Planck irradiation. Bold: Reference Model B30-30 with
�  � 	 � ' "�� km s 	 
 .

7.2.1. 2-D reference model for a B-supergiant wind

In this section, we investigate basic effects of rotation on the
wind structure for a distinct B-star wind model in the frame-

work of our self-consistent theory. From our grid, we have cho-
sen the model “B30-30” with 1,��� = 20000 K,

� ��� � � � � E
/ & 
 
 , � � � ����E ) � and a polar radius � !�� � �

= 30 (all other
parameters can be found in Tables 1 and 2) as a typical repre-
sentative with moderate mass-loss.

Since we concentrate on winds with an optically thin con-
tinuum in the present investigation, we have to check whether
the (final) mass-loss rate lies well below the critical value
for which the wind becomes optically thick in the Lyman
continuum. Otherwise, an abruptly enhanced mass-loss at co-
latitudes � with . � 8 �;: � 
 at the wind base (owing to the
bi-stability effect, see Sect. 2.2) is to be expected. For our refer-
ence model with C 2 >@< = �9& H � C I�2?J <�� � ��B E $ ��� km s ��� , we have. � " 
 (

	 � ), and the assumption of an optically thin contin-
uum is justified. (Eq. 7 from Lamers & Pauldrach 1991 yields. � 8 �*( : E �G& � $ at the pole and . � 8 � �*( : E �G& � � at the equator,
cf. Tab. 4). Fig. 12 displays the resulting density structure and
the radial velocity field for our model with Kurucz fluxes, after
a flow time of $ " 
(� + s. Characteristic numerical results of this
and further simulations are summarized in Tab. 3.

The wind structure is clearly prolate, and the polar density
contrast significantly increases towards larger radii, with maxi-
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Fig. 14. Model B30-30 (KU): Contribution of various elements to the line acceleration over the pole (left) and in the equatorial plane (right), as
function of � �  � �� �  � .

mum values ��!���� ��� � 
 / . (Note that from here on we use polar
density contrasts, i.e., the inverse of the equatorial density con-
trast introduced in Sect. 3.3.) The wind is fast over the poles,
with C N 8 �*( : � 
(� ) � km s �M� , and slowest in the equatorial
plane, with C N 8 � �*( : � +�) � km s ��� . The matter is deflected to-
wards the polar regions, and the negative polar velocity reaches
a maximum (absolute) value of

2 C � 2 � 4 � � / � km s �M� . Respon-
sible for this deflection is, as mentioned in Sect. 3.3, the nega-
tive polar component � A J # �  � arising from local asymmetric line
resonances: For this model,

� C � � � � is negative in the major
part, and consequently also � A J # �  � .

To illustrate both the order of magnitude of the force-
multiplier parameters and the quality of our fit procedure,
Fig. 13 (top panel) displays these quantities as function of� and � . The lower panel shows the total force-multipliers� 8 � �@��: , either taken from our pre-calculated table as func-
tion of local variables

� ��� � � , � ��� �$ ,
�

and 1'��� � I >�#@< (i.e.,
the “actual” force-multiplier; left) and the corresponding val-
ues resulting from the fit along radial rays,

� ! 47254 � E
�	����� � � (� �$ � (right). Interestingly, the force-multiplier

�
is a

non-monotonic function of co-latitude (for fixed � ). We will
explain this behaviour in section 7.2.4.

The resulting parameters
� � ���

, � , � correspond, to order
of magnitude, to the values one would expect from detailed 1-
D non-LTE calculations for the considered temperature range
(e.g., � decreases for lower temperatures, as discussed in Puls
et al. 2000). Considering the complexity of the covered param-
eter space, our fit procedure yields a very good reproduction
of the actual values

�
by

� ! 47254 � , with maximum errors of
5. . . 10%.

Physical properties. Fig. 14 displays the contribution from
various elements to the line force as function of radius over
the pole and in the equatorial plane, respectively, for our self-
consistent 2-D model. As in Sect. 5, we have plotted

9
���

(roughly the number of optically thick driving lines, see Eq. 31)
over atomic number

�
and radius.

At first, let us discuss some general features. Over the
pole, the contribution from the iron group (in particular, iron
itself) clearly dominates for all radii. In the outer wind and
with increasing co-latitude � , however, the relative accelera-
tion from iron (although always dominating) significantly de-
creases, compared to the one from other species. This global
behaviour results mainly from the decreasing (effective) wind
density $ � � � for larger � and � (cf. Fig. 12, left). The con-
tribution from iron is mainly due to several hundred thousand
unsaturated meta-stable lines, whereas a few saturated reso-
nance lines are decisive for the CNO group (in particular, in
the outer wind), as discussed in section 5. Consequently, iron
is more important in the dense wind over the poles than in the
equatorial plane, where the wind is thinner and the unsaturated
meta-stable lines are less effective than the strong resonance
lines (see also Puls et al. 2000).

For all elements,
9
��� is maximum close to the star, where

the density is highest, and decreases with radius (with the ex-
ception of carbon in the equatorial plane, see below), however
to a much larger extent at the equator than over the pole. This
effect is readily understood if one accounts for the increasing
radiation temperature as function of radius in equatorial regions
(cf. Fig. 9): the larger the distance to the star, the more also
hot surface elements near the pole contribute to the mean ra-
diation field there. In combination with the decreasing density,
this effect supports higher ionization stages with a smaller line
number: Thus,

9
��� decreases drastically with radius. In polar

regions, vice versa, the decreasing density is partly compen-
sated by a decreasing radiation temperature, and the ionization
remains much more constant, with the result that also

9
��� re-

mains much more constant as function of radius.

For the remaining discussion, we will restrict ourselves to iron
and carbon which are the two elements contributing most to the
line force.
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Fig. 15. As Fig. 14, however contribution of various ionization stages of carbon (top) and iron (bottom).

Concerning these elements, two aspects are striking in the
equatorial plane (see Fig. 14, right panel): Firstly, close to the
star, the contribution from iron is significantly larger than over
the pole (note the logarithmic scale!), and secondly,

9
��� in-

creases for carbon for larger � , as mentioned already above.
To understand the first point, we have plotted the corre-

sponding polar ionization structure at the wind base in Fig. 16
(top panel). Shown are the ionization fractions� � � E $ � � � $ � � � E � � $ � �  E 
 &(&(&�� � (49)

with $ � the number density of element
�

and $ � � the one of
ionization stage  .

The polar variation of these fractions is essentially con-
trolled by the variation of the mean radiation field, which de-
creases from pole to equator (with 1 ��� � I >�#@< 8 �;: � 1 ��� 8 �;: for� � � � 8 �;: ). Throughout the entire wind, FeIII is the major
ionization stage. For � @ � � ( and close to the star, however,
the fraction of FeII significantly increases, providing much
more driving lines than FeIII9. In consequence, FeIII dominates
over the hot pole (all radii), whereas FeII is decisive for the line

9 The contribution of FeII of course, decreases again for larger
radii, as discussed above

force at the equator (lower wind, compare the left and right bot-
tom panels of Fig. 15).

For minor ionization stages, � � � strongly varies with co-
latitude only close to the star, as is obvious from the sequence
in Fig. 16: The larger � , the more � � � 8 �;: becomes constant,
since 1 ��� � I >�#@< varies only mildly with � in the outer wind
(cf. Fig. 9).

To illuminate the behaviour of carbon in the equatorial plane
(
9
��� increases with � in the outer wind), let us concentrate

on Fig. 15, upper panel. Over the pole (left), the contribution
from CII exceeds the one from CIII, since the spectrum of CII

has numerous unsaturated lines which are most effective in the
dense part of the wind. Because of the counteracting rôle of
decreasing density and decreasing radiation temperature, the
ionization structure remains roughly constant, and

9
��� is only

mildly varying. In the equatorial plane, however, the ionization
fraction of CIII is continuously increasing (decreasing density
and increasing temperature working in the same direction), and
the strong resonance lines of CIII become crucial for the line
driving in the thinner wind (cf. AB82, Tab. 5). Thus,

9
��� in-

creases with � for carbon.
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Fig. 16. Model B30-30(KU): Ionization fractions of carbon (left) and iron (right) at distinct radial points �   ���� � , as function of co-latitude.

To underline and summarize our findings, Fig. 17 shows the
radial ionization structure of carbon and iron , over the pole
and in the equatorial plane. Very close to the star, the effective
wind density is largest and favours low ionization stages. In po-
lar regions, however, the local effective temperature 1 ��� � I > #@< is
at maximum and supports higher ionization stages.

Over the pole and for larger � , both $3��� � and 1'��� � I > #@< de-
crease (with $,� � � less variable than at the wind base), and the
balance of their opposite effect determines the ionization equi-
librium, keeping it roughly constant in the “high” state. Trace
ions show rather constant ionization fractions, too.

In the equatorial plane, the density decreases for larger � ,
while 1 ��� � I > #@< grows. Both effects support higher ionization

stages, and the degree of ionization is monotonically increasing
with � .

Since close to the star the ionization is lower for equatorial
regions, also the number of driving lines (

9
��� ) is larger than

over the poles, due to the larger number of lines being present.
Nevertheless, as we have seen, the wind is slow and thin in the
equatorial plane and fast and dense over the poles.

This morphology is a consequence of the dependence of the

total illuminating flux on 1 K��� � I >�#�< (which over-compensates
the larger number of driving lines, � 25476�� 9

��� *���� , !) and the
lack of an abrupt transition to lower ionization stages, when
going from pole to equator. Such an effect (as supposed to be
present in the bi-stability scenario) might induce a significantly



26 P. Petrenz & J. Puls: 2-D non-LTE models of radiation driven winds from rotating early-type stars

Fig. 17. Model B30-30(KU): Ionization fractions of carbon (right) and iron (left) over the pole (top) and in the equatorial plane (bottom), as
function of radius.

enhanced equatorial mass-loss, if the lower ionization stages
begin to dominate from a certain co-latitude on, with

9
��� in-

creasing much more than in the models we have considered
here.

Specific effects due to 2-D NLTE description: Comparison with
models based on global force-multiplier parameters. So far,
we have discussed some major results of our self-consistent 2-
D NLTE description. In the following, we will investigate the
extent to which these models differ from those utilizing global
force-multiplier parameters (including, of course, the same as-
sumptions, i.e., allowing for gravity darkening and non-radial
radiative forces). This comparison will allow to estimate the
importance of a self-consistent approach.

Such global parameters represent estimated averages of the
corresponding parameters for our self-consistent model, and
have been derived from the results of our previous section.
For the model described above, Fig. 13 (top panel) shows that� ����� E �9& / � , � E �9& / � and � E �G& 
(� can be considered as
appropriate average values .

Using these global parameters at first in a 1-D simulation
at 1 ��� E $ � ��� � K, the differences between the self-consistent
and the global approach turned out to be of only minor nature,
related to the same unique radiation temperature in both mod-

els which causes an almost identical ionization structure and
effective line-number

9
��� 8 � �@��: . The only differences we have

found concern the density stratification and are marginal.
On the other side, the differences for a 2-D model are much

more severe, thus immediately pointing to the dominant rôle of
the radiation temperature (varying as function of 8 �����;: ). The
results for the corresponding 2-D simulation with global force-
multiplier parameters (as given above) are listed in Tab. 3 and
5, and Figs. 22, 23, 24 compare, among others, the density and
velocity stratification of our self-consistent and the “global”
model. The total mass-loss rate

�� E 
 & � + " 
(���3+ ������� ��� of
the latter agrees at least qualitatively with the value found for
the self-consistent model (

�� E 
 & 
$ " 
� �,+ � � � � ��� ).10 Com-
pared to the model with global mean 11 force-multiplier param-
eters, however, our self-consistent model reveals a moderately

10 Since we are mainly interested in differential effects which are
independent of the absolute mass-loss rate, e.g., the polar/equatorial
density contrast, we have not performed any further rescaling.

11 Strictly speaking, the designation “mean parameters” is not en-
tirely correct for the values used in our second simulation, since

�

has values up to
���
� ��� � in the equatorial regions and ranges in be-

tween ��� � � �!� � ��� � ) elsewhere. An over- or underestimate of this pa-
rameter, respectively, affects mainly the radial expansion (the smaller� � � � � , the slower the wind-expansion), and leads to a stronger or
weaker density contrast E � �  E#� . An erroneous estimate of the average
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enhanced concentration of wind material over the poles and a
significant evaporation of the wind in the equatorial plane; the
corresponding density contrast � ! ��� ��� is amplified by roughly
a factor of three.

This difference in density structure is related to the fact that
any model using global line-force parameters cannot react on
ionization gradients, which are mostly a function of co-latitude,
as discussed above.

For the converged global model, we have also calculated
the radial ionization structure and the effective number of op-
tically thick driving lines

9
��� as posteriori, which are then, of

course, in no way self-consistent. A comparison with the corre-
sponding values from our self-consistent approach reveals that
the differences over the pole are almost negligible. In the equa-
torial plane, however, the self-consistent model shows stronger
radial ionization gradients than present in the global model, and9
��� is much smaller, especially for iron. Again, these differ-

ences arise from the additive effect of increasing radiation tem-
perature and decreasing density, where the latter is significantly
lower in the self-consistent model (cf. Tab. 3).

Thus, we see that our self-consistent treatment is espe-
cially important in equatorial regions, since any disturbance
of the hydrodynamical stratification is effectively amplified via
the back-reaction of the induced disturbance of the ionization
structure, whereas the counteracting effects of density and ra-
diation field near the pole lead to a much smoother behaviour.

In conclusion, it is the specific radial dependence of density
and mean radiation field (acting in opposite or parallel) which
leads to a density contrast between polar and equatorial wind
which is even stronger than for any global model: For larger
distances from the star, higher ionization stages with fewer
driving lines are favoured near equatorial regions, whereas over
the poles the line acceleration remains efficient over a larger
radius interval, as a consequence of a much more constant ion-
ization structure.

Note, that these results should apply under fairly general
conditions, with the only exception of iron, if a transition
from FeIII to FeIV (which has an extremely rich spectrum, cf.
Springmann & Puls 1998) would occur in the lower wind re-
gion where the mass-loss rate is adjusted. In the temperature
region discussed here, however FeIV is completely unimpor-
tant.

Thus, our new and quantitative approach of the wind dy-
namics does not weaken the prolate wind structure arising from
non-radial line forces and gravity darkening or even induce
the formation of an oblate structure, but rather suggests the
contrary effect, i.e., increases the degree of “prolateness”! Of
course, this conclusion concerns only those cases with an opti-
cally thin Lyman continuum everywhere.

values causing a change in E ���� E#� by a factor of two, however, seems
rather unlikely.

�����������
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	�
�� ������ � � � � � � � � �

$ � � � �!� � ) �
Table 5. Characteristic results for stellar winds utilizing different ap-
proximations, for stellar model B30-30. GLOBAL: 2-D model with
global force-multiplier parameters. No NRF: self-consistent force-
multiplier, however purely radial radiation force. � in ����� � , mass-
loss rates over the pole and in the equatorial plane 	� ��� ��� �
$�� � % �������� ��� E ��� ��� ���� ��� in � � 	�� � ���� 	�
 , velocities in km s 	 
 .

7.2.2. Gravity darkening alone

As we have mentioned a number of times, two effects con-
trol the wind morphology and the actual degree of asphericity:
The polar component of the line acceleration, � A J # �  � , causes a
polewards redistribution of wind matter. Gravity darkening in-
creases the polar flux and amplifies the polar density contrast.
Additionally, it controls the ionization structure in such a way
that this contrast becomes even stronger than in models with
constant radiation temperature (as function of ( �-��� )).

It is interesting to isolate the pure effect of gravity darken-
ing from the impact of the non-radial line-forces and to inves-
tigate the resulting wind- and especially ionization structure.
The according model (with � A J # �  � E � A J # �  � E � I >�#�<� � � , stellar
parameters as for B30-30(KU), consistent force-multipliers) is
shown in Fig. 18, and characteristical results are summarized
in Tab. 5.

The density structure of this model again is globally pro-
late, however with an equatorwards directed polar velocity of
maximum value C � � � 4 � � � / km s ��� (supersonic) near the
equatorial plane. Thus, a wind compressed disk is formed.

The radial outflow of the disk matter is markedly slower
C�N 8 ���*( : � � +�� km s �M� than the outflow of polar material
( C�N 8 �*( : � 
() / � km s �M� ).12 The polar density contrast never
exceeds a factor of roughly three, to be compared with the
much higher values suggested for the original WCD model
for the winds of main sequence stars, cf. Sect. 3.3. This rather
small value is the consequence of the increased polar mass-
loss due to gravity darkening, the reduced values of C � arising
in parallel and the lower values of � valid for our supergiant
model, resulting in a faster acceleration of the lower wind ma-
terial.

12 The numerical simulation of this model caused some problems,
arising from the high density of the disk very close to the star. The
line acceleration � 	 � � � � � �  E becomes very small, and inner disk
material is accreted onto the stellar surface, with an accretion speed of
order ��� � � � � �"! � � directly above this surface.
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Fig. 18. Density and radial ve-
locity field for the wind of
model B30-30, with a purely
radial radiative acceleration.
The arrows indicate the polar
velocity component (directed
equatorwards) with a maximum
value � � � � ��� � $ � km s 	 
 .

Fig. 19. Model B30-30, with purely radial radiative acceleration. � �&% ��� � �$� (left) and ionization fractions of iron (right) in the equatorial plane.
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Fig. 20. As Fig. 14, however for model B30-30 illuminated by Planck fluxes. Note the different scaling for ����� � � % .

Fig. 21. Model B30-30 for Planck irradiation. Ionization fractions ����� for carbon at the pole and the equator.

Additionally, this density contrast behaves non-monotoni-
cally as function of radius, since the disk evaporates relatively
faster than the polar wind for larger radii.

The ionization structure close to the stellar surface (Fig. 19,
right) and the contribution from the various ionization stages
in the equatorial plane (Fig. 19, left) show an interesting be-
haviour: Compared to the original model B30-30 including
non-radial line/continuum accelerations, we find a significantly
enhanced contribution from the iron group in the equatorial
disk. (The small disturbances in

9
��� 8 � �@��: are due to the fact

that this model has been calculated for only 
(� + s of physi-
cal time, and has not entirely converged yet.) In accordance
with the higher density in the disk, FeII (FeIV) is slightly more
(less) abundant. However, FeIII behaves almost identical and
is the major ionization stage in in both models. This result il-
lustrates very clearly that the ionization equilibrium is mainly
determined by the non-local radiation field rather than by the
local density (provided that the local densities of the individual
models do not differ by several orders of magnitude).

With respect to these findings, the influence of X-rays gen-
erated in the shock zones confining the equatorial disk (ne-

glected in our approach) might be of importance. In particu-
lar for (very) high ionization stages, the ionization equilibrium
will be changed considerably (cf. MacFarlane et al. 1993, Paul-
drach et al. 1994), and we have to admit that our modeling is
not entirely self-consistent yet concerning this point.

In any case, this model impressively demonstrates the im-
portance of non-radial line-forces for the wind morphology.
Only if these forces are included, an unambiguously prolate
wind structure is formed, whereas their neglect gives rise to
an equatorial disk even for models with a self-consistent line
force parameterization. Induced by the polewards directed line-
acceleration � A J # �  � , matter is redistributed towards the polar re-
gions, and the corresponding azimuthal component � A J # �  � spins
down the wind rotation in the vicinity of the equator, thus ad-
ditionally weakening the compression mechanism.

7.2.3. Irradiation by Planck flux distributions

Employing a realistic illuminating energy distribution is essen-
tial for the wind dynamics, as demonstrated in the following
by means of a wind model similar to model B30-30, however
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irradiated by Planck fluxes. The numerical results of this simu-
lation are listed in Tab. 3.

A comparison of these data (B30-30, PL) with those ob-
tained for an irradiation by Kurucz fluxes (B30-30, KU) yields
the following differences: In the Planck case, the mass-loss
rate

���E )G& H / " 
(� ��� ��� � � ��� is smaller by roughly a factor
30, whereas the velocities are significantly higher, especially at
the equator ( 
 + ��� km s ��� vs. +�) � km s ��� for the KU-model).
Note also that for Planck-fluxes the equatorial wind is faster
than the polar one, in contrast to our reference model (see be-
low).

The major ionization stages are, for Planck irradiation and
on the average, one stage higher than in the Kurucz case, in
agreement with our findings from Sect. 5 (esp. Fig. 6). In con-
sequence, the number of accelerating lines is smaller, implying
a significantly reduced mass-loss rate. Fig. 20 displays

9
��� for

different elements over the pole and in the equatorial plane.
Now, the major contribution is due to the CNO group and sil-
icon, sulfur and argon (

�
=14, 16, 18) rather than to iron, in

agreement with the findings by Puls et al. (2000) that these light
ions are the effective ones in such thin winds. Only close to the
stellar surface, iron dominates because of the higher density.

Almost throughout the entire wind, CIII is the dominant ion
(again one stage higher than for Kurucz irradiation) and one of
the major contributors to the line force. The behaviour of CIV,
however, is more interesting. Note at first that at the wind base
a strong polar gradient in the ionization fraction of this ion is
present (Fig. 21), leading to a significantly smaller contribution
from CIV in the equatorial plane than over the poles. Due to
the increasing radiation temperature and decreasing density, the
contribution of CIV increases with radius in equatorial regions
(as was true for CIII in the Kurucz case). For the thin wind stud-
ied here, however, carbon is essential for the acceleration, and
the increasing contribution by CIV acts as an “after-burner” for
the equatorial flow. This explains the higher terminal velocities
found above.

7.2.4. Dependence of wind properties on rotation rate.

So far, we have investigated the physical properties for our
reference model and an extremely high rotation rate, C 2 >@< ��9& H / C I�2?J < , to estimate maximum rotational effects on and dif-
ferences between the polar and the equatorial wind, with spe-
cial emphasis on the NLTE aspect. In the following, we will
study the wind morphology as function of rotation rate, again
for model B30-30 (KU). Additionally, we will check basic pre-
dictions from simple scaling arguments.

Fig. 22 displays the density contrast ��8 � : ������� for three
different values of C 2 >@< at � E � � � , where the flow has be-
come more or less purely radial and, therefore, ��! ������� has al-
ready converged to its maximum value. For C 2 >�< E 
��� km s ���
( �9& ) C I�2?J < ), the data indicate only a minor deviation from unity,
� !�������� � 
�& / , and mass-loss rates

�� 8 � : varying by the same
factor, as shown in Fig. 24. For this low rotation rate, the lati-
tudinal dependence of C N 8 �;: is marginal ( "	 
(� � km s �M� ; see
Fig. 23).

Fig. 22. Ratio of local density E)���� � � $  � �� �&� to the correspond-
ing equatorial value, E)��)�'"�� � � � � $  � � � , for model B30-30 (KU)
and different rotational velocities. Additionally, the results for the 2-D
model with global force-multiplier parameters (B30-30 GL) are dis-
played (long dashes).

Fig. 23. As above, however for the terminal velocity, � � �� � .

Fig. 24. As above, however ratio of local mass-loss rates 	� ���� � �
$  � � to the value resulting from 1-D self-consistent calculations, with
	� 
 	 ��� 	� ��� �� 	 � � � .
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Fig. 25. Model B30-30 (GL). Left: Comparison of local mass-loss rates at the wind base, 	� ���� � �  � � , normalized to the polar value, with
analytical prediction Eq. 50. Right: The same for � � �� � , compared with Eq. 51.

The concentration of wind material toward the poles be-
comes more significant for C 2 >@< E $ ��� km s ��� ( �G& � C I�2?J < ), with
��8 �;: ��� ��� "	 / of the same order of magnitude as for mod-
els with global force-multiplier parameters and comparable ro-
tation rates (cf. Petrenz 1999, Tab. 7.6). For extreme rotation
rates ( CD2 >@< E $ ��� km s �M� � �G& H � C(I�2?J < ), the density contrast be-
comes very large ( ��8 �;: ��� ��� "	 $ / !). Note, that for all rotation
rates the density contrast increases monotonically towards the
pole, as expected for models with gravity darkening and nega-
tive values of C � throughout the entire wind.

For comparison, Fig. 22 shows also the density contrast
for our model with global force-multiplier parameters, B30-30
(GL). As discussed already in Sect. 7.2.1, this quantity is signif-
icantly smaller than for the self-consistent simulation, related
mostly to processes near the equator. The evident difference
points again to the importance of a self-consistent treatment, at
least in the case of extreme rotation and if equatorial regions
are of interest.

For the same model sequence, Fig. 23 displays the run of
terminal velocity, C N 8 � : . For all rotation rates, it decreases
from pole to equator.13 The difference between its polar and
equatorial value, however, is only small for all considered
cases. (

� 
��� km s ��� ). This is also true for the GL-model,
where the terminal velocity changes by 	 
 / � km s ��� from
pole to equator.

The most interesting quantity to be analyzed, of course, is
the mass-loss rate. Before going in further details, we like to
stress one of the major results of our present investigation, fol-
lowing already from the data listed in Tab. 3:

For any rotation rate, the surface-integrated mass-loss rate
does almost not differ from the corresponding value for a non-
rotating wind,

�� �@��B .

Due to gravity darkening, the equatorial mass-loss is dimin-
ished and the polar one enhanced, compared to the non-rotating

13 Only for � �� 	 � �!��� km s 	 
 , � � seems to increase marginally.
This behaviour, however, is a numerical artifact since the model has
not completely converged in the outer layers of the wind.

case. Both effects, however, almost entirely compensate each
other!

In Fig. 24, we have displayed the ratio
�� 8 �;: � �� �@��B at� E � � � for model B30-30 (KU) and different C-2 >@< . For

C(2 >@< �	 $ � � km s �M� , this ratio varies by a factor of 4 or larger,
with an according value for the contrast between polar and
equatorial mass-loss rate. Such variations will have consider-
able impact on the formation of optical (or IR) recombination
lines, and have to be accounted for in any analysis of observed
line profiles, in particular for the determination of local and
global mass-loss rates. Note, e.g., that for such large latitudi-
nal variations (

�	3� ) of density or mass-loss rate,
��

derived by
means of a conventional 1-D ')( -analysis might overestimate
the actual value by "	 + � %, as shown by PP96.

Before proceeding further, we will at first try to understand
our finding

��=<?>@< 47A 8 $ ��� : � �� �@��B by means of simple scal-
ing arguments, which also show the validity and limitations of
such relations.

For models with constant force-multiplier parameters, it is
easy to show that the combined effect of centrifugal acceler-
ations reducing the effective gravity on the one side and the
dependence of flux on latitude due to gravity darkening on the
other lead to a scaling of
�� 8 �;: E �� ! > A 472�� 
 � � C(2 >@<C I�2 J < � � � 
�� � ��� (50)

(cf. Owocki et al. 1997, Puls et al. 1999), which should be
valid under the condition that the latitudinal redistribution of
the mass-flux is irrelevant, or, in other words, C � is small. To a
lesser degree of precision, the terminal velocity should scale as

C�N 8 �;: E C !
> A 472N � 
 � � C 2 >@<C I�2?J < � � � 
 � � ���	�
 & (51)

(A more accurate expression has been given by Puls et al. 1999,
Eq. 4, which is, however, of no interest for the following discus-
sion). Fig. 25 compares now these predictions with the results
from our numerical simulation for model B30-30 (GL), which,
because we have used global line-force parameters, just fulfills
the above requirements. For the comparison of mass-loss rates
as function of � , we have used the values in the sonic region
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(with
�� ! > A 472 8 � � : E $9& � � " 
� �,+ � � ��� ��� ), to avoid any distur-

bance by the latitudinal redistribution of matter. In particular,
the polar mass-loss rate increases with � if gravity darkening is
accounted for. For all models we have calculated, however, the
radial variation of

��
has never exceeded a factor of two (cf.

Tab. 3, column 4 vs. 5).
The comparison clearly shows that our numerical model is

in close agreement with the analytical predictions, except for
equatorial regions ( � �	 H �)( ), where the actual mass-loss rate
is lower, with a maximum deviation by a factor of two. Since
the considered model has been entirely converged in the inner
wind regions, we are convinced that this difference is real. We
attribute it to the increasing influence of the radial dependence
of the centrifugal acceleration, which is maximum in equato-
rial regions and has been neglected in the analytical approach
leading to Eq. 50.14 In agreement with the lower mass-loss rate
in equatorial regions, the terminal velocities of our simulations
are higher there.

Since Eq. 50 is valid at least for the major part of the lower
wind and constant

� � ���
, � and � , we can integrate

�� 8 �;: over��
�� � % � and find for the total mass-loss rate��=<?>@< 47A E �� ! > A 472 8 � � : � 
 � $
) � C(2

>@<
C I�2?J < � � � � (52)

which is independent of radius due to its global conservation.
We have to relate now

�� ! > A 472 with the appropriate 1-D
value. The polar radius of our 2-D models corresponds to the 1-
D stellar radius and the local gravities are equal by definition.
Thus, we have to account only for the different illuminating
fluxes by means of the well-known scaling relations for radia-
tively driven winds (e.g., Puls et al. (1996),

�� ! > A 472 8 � � : E �� �@�LB � 1 ��� 8 �)( :1 ��� � �@��B �
�
�  � (53)

with �  E � � � . Utilizing finally the von Zeipel constant �
as given by CO (their Eq. 32, resulting from a fit to numerical
calculations), and the von Zeipel relation for � E � ( , we have
approximately

�� <?>@< 47A 8 $ � � : E �� �@��B

 � $) � C(2 >@<C I�2?J < � �

 � �9& $

�  � C 2 >@<C(I�2?J < � � (54)

which should be valid for C I�2 J < � C 2 >@< "	 �G& H . Inserting typical
values for �  E �9& �9&(&& �G& / in the OB-star domain, it turns out
that the fraction in the above equation has a minimum value
of order 0.8, if the complete expression for � (accounting for
higher orders of CD2 >�< ��C(I�2?J < ) is used for highest rotation rates.

Thus, our finding
��=<?>@< 47A58 $ � � : � �� ���LB can be under-

stood at least for models with constant
� �����

, � and � . With
respect to our self-consistent simulations, the above analysis is
hampered by the assumption of constant force-multiplier pa-
rameters. Anyhow, for almost all calculated models the ratio

14 In agreement with this argument, different models with global
force-multipliers not discussedhere show a weaker equatorial discrep-
ancy for lower and a larger one for higher rotation rates, cf. Petrenz
(1999, Fig. 7.15).

of
��=< >�< 4 A to

�� ! > A 4 2 8 � � : follows the analytical prediction (52),
with a value of roughly 0.5 for C-2 >@< E �9& H / C(I�2?J < (cf. Tab. 3,
column 4 vs. 7). This on a first glance astonishing result is pri-
marily related to the fact that, close to the surface, the major
impact of our self-consistent approach concerns the equato-
rial regions, whereas the differences in polar regions are mi-
nor (cf. Sect. 7.2.1 and Fig. 27). Since the strongly reduced
mass-loss in equatorial regions has only small influence on the
total one, the validity of Eq. 52 and consequently Eq. 54 is ex-
plained also for the self-consistent models. In the outer regions,
of course, the differences become larger, again mostly near the
equator (Fig. 24). However, these differences do not play any
role for the total mass-loss: Once calculated at the wind base,
it is known throughout the wind due to its global conservation.

As a consequence of the above arguments, the relation��=<?>@< 47A58 $ ��� : � �� �@��B should be valid as long as there is
no dramatic difference between polar and intermediate latitude
ionization structure. For models with gravity darkening, this
seems to be almost impossible (provided that the continuum is
optically thin), and we actually have found the above “iden-
tity” not only for models at 20,000 K, but also for models of
different spectral type, e.g., for O-stars (cf. Petrenz 1999).15

One might argue that our finding is self-evident, since the
decisive factor controlling the total mass-loss is the total lumi-
nosity, being conserved under rotation. However, the additional
dependence of

��
on effective mass modified by centrifugal

acceleration is non-negligible, and is compensated for only if
gravity darkening is taken into account. Otherwise, the scaling
for

��
as function of � behaves differently (actually, directed

in the opposite sense, with the bracket in Eq. 50 modified by
an exponent of 8 
 � 
 � �  : � �.
 ), and it is easy to show that
in this case

��=< >�< 4 A becomes larger than for corresponding non-
rotating winds.

We can continue now with our comparison of latitudinal wind
structure as function of rotation rate. One of the most striking
features is the significant enhanced density contrast when in-
creasing C 2 >�< from $�� � km s �M� to $ ��� km s ��� , cf. Fig. 22.

This different morphology of intermediate and rapidly ro-
tating winds is, of course, the consequence of the drastically
diminished temperature contrast between equator and pole for
the model with C 2 >@< E $ ��� km s �M� . In particular, the equatorial
temperature ( 1L��� � ��� E 
HG
 / � K) is much closer to the nominal
value than for the rapid rotator ( 13��� � ��� E 
�� ��� � K).

Thus, FeII with its many lines is much less important at
the equator (see Fig. 26 for the ionization fractions of iron),
and the latitudinal variations of

9
��� 8 � : at the wind base have

almost vanished, as displayed in Fig. 27. As well, also the ra-
dial variation of

9
��� 8 � �@��: is less significant than for C�2 >�< E

$ ��� km s �M� :
9
��� 8 � ����: becomes a mildly and monotonically

decreasing function of radius at all latitudes, also for carbon in
the equatorial plane.

15 The only exception from the rule concerning the model grid pre-
sented in Tab. 1 is model B60-30, and will be commented on in the
next section.
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Fig. 26. Model B30-30 for �  � 	�� ' ��� km s 	 
 . Ionization fractions of iron at the wind base (left); force multiplier � ���� ��� (right).

Fig. 27. Model B30-30 (KU): � � % ���� � � at the wind-base Left: � �� 	 � ' ��� km s 	 
 ; right: � �� 	 � ' "�� km s 	 
 .

Since
9
��� 8 ���@� : is now a well-behaved function and also

the illuminatingflux ( � 1 K��� 8 �;: ) varies to a much lesser extent,
the wind is by far not as asymmetric as for C 2 >�< E $ � � km s ��� .

Also the force multiplier
�

displays a monotonic be-
haviour, and has a much lower maximum ( "	 $ / for � E
� �)( , Fig. 26) than for the rapid rotator (

� "	 H � , Fig. 13).
This brings us finally back to the question concerning the
non-monotonic polar variation of

�
for the latter model, as

shown in Fig. 13: Starting at the poles,
�

initially increases
as function of � due to the increasing evaporation of the wind
(
�

�
� � (� � 8 � �

%
C �
% ��: � ( ). Near the equatorial plane, how-

ever, both the stellar oblateness and the slower radial expan-
sion imply a larger value of

� � , and
� 8 � � : decreases again, al-

though
9
��� grows in accordance with the increasing contribu-

tion from FeII. Since for lower rotation rates the polar variation
of both the flux and the effective line number is much lower,
the “density effect” remains the stronger one, and

� 8 � � : does
not change its behaviour.

7.2.5. Dependence of wind properties on stellar luminosity

In order to estimate possible maximum effects of rotation on the
application of radiation driven wind theory to stellar evolution
calculations and the wind-momentum luminosity relation, we
will finally discuss the dependence of wind properties on lumi-
nosity, by means of rapidly rotating models ( C 2 >@< � �9& H / C(I�2 J < ).

To this end, we have calculated a sequence of stellar winds
from models at 1L��� E $ � ��� � K and different luminosities (cf.
Tab. 1). The most important numerical results have been listed
in Tab. 3.

Fig. 28 displays the ratio of polar to equatorial mass-loss
as function of luminosity. In agreement with our previous re-
sults, we find also here a clearly prolate wind structure in all
considered cases, with a maximum ratio "	 $ / for main se-
quence models with lowest mass-loss rates. This contrast de-
creases towards highest luminosities, since the latitudinal ion-
ization gradients of the CNO group are most effective for the
thinner winds (see Sect. 7.2.3, Fig. 21). For larger wind densi-
ties, the mass-loss from more or less all latitudes is controlled
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Fig. 28. Ratio of polar to equatorial mass-loss rate as function of stellar
luminosity, for rapidly rotating B-star models with $ � % � ' �)������� K
( � �� 	 � ��� � � ��� �� 	 , ratio evaluated at 4  � and 4  ��� , respectively).
The non-monotonic behaviour at ����� ���  �  ��� $�� � is due to the dif-
ference in stellar mass for the two models B15-10 and B15-15.

Fig. 29. Wind-momentum luminosity relation for the same models
as in Fig 28. Compared are the modified wind-momenta � �
	� � � �  �    � 
 � % resulting from our 2-D simulations with mass-loss

rate 	� � 	��	 � 	 �
	 � 	� �)� 	� � � , respectively, and from corresponding
(self-consistent) 1-D models ( � �� 	 � � ). See text.

by iron, displaying a less significant ionization shift and thus
favourizing a reduced density contrast. (To clarify this trend
unambiguously, we have included also models for B-supergiant
winds which actually should become optically thick in the Ly-
man continuum (

� ��� � � � � �	 / & � , cf. Tab. 4). For these mod-
els, our simplified non-LTE description is certainly no longer
correct, and the bi-stability effect might begin to operate.)

If we compare the ratio of surface-integrated 2-D mass-
loss rate

�� <?>@< 47A to the corresponding value
�� �@��B for the non-

rotating star, we find, in agreement with the results from our
reference model and the reasoning given in the previous sec-
tion, for almost all models a close agreement, except for the one
with highest luminosity. The borderline (at 1 ��� E $�� � ��� K)
appears to be situated at

� ��� 8 � � � � : � / & ) , from where on
the discrepancy between

��
and

�� �@��B becomes larger, owing
to the strongly enhanced Thomson acceleration over the poles.

(The � term is no longer negligible for such models, becoming
a strongly increasing function of latitude because of the pole-
wards increase of 1 ��� 8 �;: , cf. also Sect. 3.3)

In consequence, the total mass-loss rate might become
larger than

�� �@��B at highest luminosities, by roughly a fac-
tor of two. This result, however, has to be taken with caution,
since we have neglected effects due to the optically thick Ly-
man continuum.

Consequences for the wind-momentum luminosity relation.
The mutual compensation of polar and equatorial mass-loss in
comparison with the 1-D value even for rapid rotators implies
some interesting consequences for the application of the wind-
momentum luminosity relation, as displayed in Fig. 29.

This figure shows the modified wind-momentum � E�� C N 8 � � � � � : ����� as defined by Kudritzki et al. (1995), plot-
ted against stellar luminosity, where the values for

��
and C�N

have been taken for the following cases (for simplicity, we have
always used � � E � ! ): For the polar and equatorial wind, for
the global wind with total mass-loss rate

��=<?>@< 47A and some av-
erage value " C N � (remember that in most cases C N 8 �;:
varies only marginally), and for the according self-consistent
1-D model.

In all four cases, the mass-loss rate has been evaluated at� E � � � , where the polar density contrast has already sat-
urated to its maximum value. By means of this diagram, we
can estimate the maximum contamination of empirically de-
rived WLRs due to rotation: If the wind is observed under ar-
bitrary inclination, the polar and equatorial value of

� ���
� may

differ by up to 1.5 dex, thus implying a considerable scatter in
the observed WLR. This difference becomes smaller for higher
stellar luminosities, because of the smaller mass-loss/density
contrast for denser winds, as discussed above.

Note, however, that this maximum deviation is certainly
overestimated if the mass-loss rate is derived from ' ( . Firstly,
most of this emission originates from the inner wind ( � �
 & �9&(&(& 
 & / � � ), where the density contrast is smaller than in the
outer wind, even for extreme rotation rates. A typical number
for this reduced density contrast in the lower wind is a factor of
four (cf. Petrenz 1999, Tab. 8.1), so that the above maximum
scatter is reduced to a value of 0.9 dex. Secondly, the observed
' ( emission consists of a superposition of polar and equatorial
emission. Even if one observes the star directly pole-on, there
will be always a lower emission from equatorial regions (and
vice versa for equator-on observations), which partly compen-
sates for the deviation from the emission predicted by simple 1-
D wind models. Only detailed line synthesis calculations (e.g.,
as performed by PP96 for the case of wind-compressed zone
models) will finally allow to check the actual scatter arising in
the WLR, if the winds were observed either pole-on or equator-
on.

A very promising result, however, is the very good agree-
ment of

� ���
� derived for the global wind (

��=<?>@< 47A � " C N � :
and the according self-consistent 1-D model. Note especially
that even for the model of highest luminosity (with

��=<?>@< 47A �
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$ " �� �@��B ) both quantities agree, due to the compensation by a
lower terminal velocity. In so far, it is evident that the most im-
portant scaling relation relying on the principal mechanism, ra-
diative driving, is not affected if the global wind is considered:
The primary effect of rotation is “only” a redistribution of mat-
ter. Thus, the assumption of non-rotating, spherical winds is a
reasonable simplification if a description of global quantities is
aimed at, e.g., in the context of (1-D) stellar evolutionary mod-
els, and the models are situated not too close to the Eddington
or � limit.

8. Summary, conclusions and future work

In this paper, we have extended previous 2-D models of line-
driven winds from rotating hot stars by accounting for the de-
pendence of ionization structure and occupation numbers on
local physical properties (density, velocity field) and the non-
local stellar radiation field (variation with temperature and fre-
quency).

To this end, we have formulated for the first time an ap-
proximate non-LTE description of 2-D winds. Since the ex-
act dependence of the incident radiation field on direction and
frequency (if gravity darkening is considered) cannot be ac-
counted for simultaneously because of limited computational
capacities and time, we have proposed the concept of a “mean
irradiating atmosphere”. This Ansatz allows, in an approximate
way, to consider the frequency dependence of the incident pho-
tospheric radiation field, which most importantly determines
the local ionization equilibrium, at least if realistic flux distri-
butions are used. (For stellar surfaces emitting locally, i.e., as
function of � , a black body spectrum, the mean radiation tem-
perature in the wind varies only weakly with frequency.)

In order to describe this frequency dependence of 1 25476 for
all values of 8 � ����: in a satisfactory way, we have defined local,
frequency-independent mean effective temperatures 1 ��� � I >�#@< ,
which, in connection with the appropriate gravitational accel-
eration, just define the above mean irradiating atmospheres and
thus the frequency-dependent flux distributions in � . It has been
shown that 1 ��� � I >�#@< 8 � ����: varies much stronger with latitude
than with distance from the star and decreases, for all iso-
contours of � , monotonically from pole to equator, since the
influence of the radiation field from the corresponding foot-
point 8 � � � � 8 �;: : is significant at all radii.

By means of the resulting flux-distributions and local con-
ditions, we have calculated 2-D NLTE occupation numbers,
force-multipliers and according force-multiplier parameters, as
function of ( � �@� ). The hydrodynamic models constructed in
this way are entirely self-consistent, and converge to a station-
ary solution in the same way as models for globally constant� �����

, � , � , with the only difference that the physical conver-
gence time can be larger by a factor of 5. . . 10.

For mass-loss rates
�� "	 
� ��� ��� ��� ��� , the procedure as

outlined in this paper is not suitable for quantitative calcula-
tions (due to saturation effects arising from all lines becom-
ing optically thin), although a generalization would be easily
possible. Since, however, it is rather questionable whether a

one-component plasma model is valid for such extremely thin
winds at all, we have restricted our investigation to winds with
mass-loss rates

�� �	 
� �L� � � ��� ��� . For these winds, our al-
gorithm to parameterize the force multiplier yields a very sat-
isfactory accuracy of / &(&& 
(� % (considering the complexity of
the problem), if compared with the “exact” values found from
summing up the individual line accelerations.

Our study was aimed at an estimate of maximum effects
arising from rotation, in particular with respect to the differen-
tial behaviour as function of latitude, if compared with previous
models allowing only for predefined, global force-multipliers.
Thus, we have concentrated on rapidly rotating B-star winds,
since in this spectral range the ionization structure is much
more sensitive to local conditions and the variation of the ra-
diation field than at other temperatures, e.g., for O-stars. For
all models of our grid, which has been constructed to allow for
a variety of luminosities, we have checked whether the Lyman
continuum is optically thin, a prerequisite to definitely inhibit
any bi-stability effect (to be investigated in a forthcoming pa-
per, see below).

In all considered cases, we found a prolate wind structure,
if gravity darkening is accounted for, with maximum ratios of
polar to equatorial mass-loss rate up to a factor of 30. Non-
radial components of the line (and continuum) acceleration in-
hibit any wind compression and cause negative polar velocities
of order C � � � � �'&(&&!� H � km s �M� . Even if the non-radial
line force components are neglected, a globally prolate wind
is created, however with a moderately compressed disk in the
equatorial plane.

Thus, the “ � -effect” suggested by Maeder (1999, cf.
Sect. 1) is actually not occuring, at least for winds with an
optically thin continuum. Since we have considered a tem-
perature regime with maximum effects of ionization and have
also understood the physical origin why a consistent NLTE ap-
proach gives rise to an even enhanced prolate wind morphology
(Sect. 7.2.1 and below), we are convinced that this statement
does not only apply to the limited spectral range considered
here, but also at least for the complete OB-star range. (A-type
winds might deserve a special investigation.)

For B-star winds with significant mass-loss (
�� �	


� � � ������� ��� ), the density contrast between the flow over
the poles and in the equatorial plane reaches values of order
� ! ��� ��� "	 
 / . This ratio grows with rotation rate and decreases
from thin winds (

�� �	 
� ��� ������� �M� , � ��� �-� ! "	 $ �'&(&&�)�� ) to
denser ones (B-supergiants,

�� �	 
� �,+ ������� �M� , ��! �-� ��� "	/ ).
For our reference model B30-30, we have also calculated

the wind structure which would arise if we neglect any 2-D ef-
fects with respect to occupation numbers and force-multipliers.
For this purpose, we estimated global averages for

� � ���
, � and

� from our self-consistent solution. The according model shows
a density contrast ��!���� ��� of only half of the value in the orig-
inal one. Compared to this “zero order” approximation of 2-D
winds, our self-consistent parameterization leads to a moder-
ately enhanced concentration of wind material over the poles
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and a significant reduction in the equatorial plane, as a conse-
quence of the ionization effects summarized in the following.

Inspecting the contribution from various elements to the
line force, the dominant role of iron in winds with consider-
able densities is obvious. The CNO group is most important
(but still much less effective than iron) in the equatorial wind,
since the flow evaporates for larger co-latitudes � (at constant� ), and the meta-stable iron lines do not accelerate the matter
as effectively as in the denser polar wind. For an illumination
by Kurucz fluxes, FeIII provides the major part of acceleration.
Only for extremely rapid rotators 8 C�2 >@< �	 �9& H / C(I�2?J < ), FeII be-
comes most decisive in the coolest regions close to the equator,
due to the significant reduction of the mean radiation tempera-
ture induced by gravity darkening ( 1 ��� � I >�#@< 8 ���*( : � 
 / � ��� K).

The radial variation of the ionization fractions over the
pole is determined by the decrease of both effective wind den-
sity and 1 ��� � I >�#�< with increasing distance from the star. Both
effects act on the ionization equilibrium in the opposite way
and thus have a stabilizing effect, with the consequence of
rather frozen-in (however sometimes non-monotonic) ioniza-
tion fractions. In contrast, the radially decreasing density and
the increasing mean radiation temperature near the equator act
in parallel and lead to a monotonic increase of the ionization
equilibrium towards higher stages, which have, on the aver-
age, fewer lines and thus provide less acceleration. This dif-
ferent behaviour over the poles and in the equatorial plane is
the final reason for the enhanced polar density contrast in self-
consistent wind solutions, and should be valid in the complete
OB-star range (though with a different degree of significance),
as pointed out above.

We have also investigated briefly the importance of us-
ing realistic flux distributions by comparing our self-consistent
models to winds illuminated by Planck fluxes. In such cases,
the ionization equilibrium of the most contributing elements is
shifted, on the average, to one stage higher than for Kurucz
fluxes. In consequence, the winds become significantly thinner
(with increased polar density contrast), and the CNO group be-
comes crucial for the acceleration. Due to the significant contri-
bution from carbon – CIII close to the surface, being converted
to CIV for larger radii in the equatorial region –, such models
even show a larger equatorial terminal velocity, in contrast to
all other models calculated with Kurucz fluxes where the polar
value is the largest. (For all our models, however, the difference
between polar and equatorial C N is by far not as significant
as for WCZ models, with C-N 8 � �)( : "	 �G& ) C�N 8 �*( : , cf. Petrenz
1999.)

Our most important finding with regard to the influence of
rotation on global wind properties is that the total mass-loss
rate

��=< >�< 4 A deviates from its 1-D value
�� �@��B (for CD2 >@< E � )

by at most 10. . . 20 %. This turned out to be true even for
the highest rotation rates considered here ( C 2 >@< "	 �G& H / C I�2?J < ),
with the only exception of winds from supergiants close to the
Eddington-limit, where differences up to a factor of 2 become
possible.

The enhanced mass-loss over the pole is compensated for
by the reduced density in the equatorial plane, both effects re-

sulting from gravity darkening. Since, under the assumption of
an optically thin continuum, the ionization effects for a large
part of the stellar surface are moderate (for equatorial regions,
they are decisive, of course), and the total luminosity remains
conserved under rotation, these small changes of the total 2-D
mass-loss rate, compared to the non-rotating wind, are plausi-
ble, and have been explained by using some relevant scaling
relations.

In conclusion, a quantitatively correct description of line-
driven winds from rapidly rotating hot stars requires a self-
consistent parameterization of the line force in all those cases,
where the variation of 1 25476 8 �;: at the stellar surface can induce
a (significantly) stratified ionization equilibrium. For the hotter
O-stars, this is possible only for large rotation rates, whereas
in the B-star domain also moderate rates have to be included,
especially for lower luminosities with thinner winds.

The resulting ionization pattern varying as function of lati-
tude, if significant, implies a dependence of the spectral signa-
ture of corresponding lines on stellar inclination. Future effort
on decent spectrum synthesis calculations is required to prove
or disprove the theoretical predictions given in this paper.

In Sect. 7.2.5, we have investigated also the “worst-case”
scenario with respect to the application of the WLR, if the
winds are rapidly rotating, but mass-loss rates are derived by a
1-D analysis. Although a maximum scatter of 1.5 dex seems to
be apparent, this scatter is reduced significantly if a mass-loss
indicator is used which depends “only” on the lower wind con-
ditions (e.g., ' ( ). Since the density contrast is smaller in those
regions than in the outer wind (by roughly a factor of four, with
a minimum value of order 
�� 85C�2 >@< � C(I�2?J < : � , cf. Eq. 50), and
since, as already discussed, the total line profile is influenced
both from polar and equatorial regions, the actual contamina-
tion by rotational effects is definitely smaller.

PP96 have estimated the maximum error in the derivation
of

��
introduced by the standard 1-D analysis of ' ( to "	 + � %.

In their analysis, they used the simple analytic WCZ model
with compression factors � ��� �-� ! "	 � . Thus, this estimate
does not necessarily correspond to all other wind models one
might imagine. However, since the density contrast in our self-
consistent simulation for a rotation speed C 2 >�< E $�� � km s ���
is of the same order of magnitude as found in the WCZ model,
the same degree of contamination should be expected.

Therefore, the influence of stellar rotation on mass-loss
rates derived from ' ( is, in most cases, a second-order effect,
regarding the fact that any application of the WLR uses the val-
ues of a large sample of stars, and, moreover, rapid rotators can
be excluded from those samples easily unless they are observed
pole-on. Note, however, that erroneously determined mass-loss
rates for individual objects may have severe consequences with
respect to their evolutionary status: An error in

��
of only a

factor of two is able to alter the evolution history drastically, as
shown by Maeder (1991).

Future work. We have to admit that a number of aspects have
been simplified in this investigation. In a “perfect” description,
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line-overlap and line-shadowing neglected here might intro-
duce additional complications, as well as the impact of X-rays
on the ionization equilibrium in the outer wind. In particular,
the consequences of an optically thick Lyman continuum and
the bi-stability effect on the wind dynamics have to be consid-
ered and will be discussed in a forthcoming paper.

A further phenomenon which is important both for the di-
agnostics of stellar winds and their dynamics is the presence
or absence of clumps in the wind. If they actually exist and
their spatial scale is small, the line acceleration � A J # �  	 
 ��� (
could be drastically reduced and the inertial terms might be-
come decisive again. Thus, the WCD/WCZ model might be
resurrected. Whether final results of a first study on the influ-
ence of the line instability in rotating winds (Owocki 1999)
support this scenario, has still to be awaited for. Finally, mag-
netic fields, if present with sufficient strength, could again alter
our conclusions given above.

Of course, any improvement of the theory (especially re-
garding the considerable effort required) makes only sense if
the models can be discriminated by a comparison with obser-
vations.

Thus, a re-investigation of previously analyzed winds from
rapidly rotating early-type stars by means of systematically re-
fined hydrodynamic wind models seems to be desirable. In
particular, the determination of inclination, i.e., of absolute
rotational velocities CD2 >@< , remains the major problem and is
presently possible only for few objects (e.g., the rapid rotator
HD 93521, which exhibits spectral signatures that indicate a
wind-compressed equatorial disk – despite all theoretical argu-
ments against this scenario, cf. Bjorkman et al. 1994 and Massa
1995).

Fortunately, the different theoretical ideas and models yield
also different results regarding the density structure. For a fi-
nal clarification, an analysis of several spectral ranges is de-
sirable to gain further and complementary insight (e.g., by in-
frared lines or IR/radio continua). In these spectral ranges, the
line/continuum formation process takes place at much larger
distances from the star as for the ' ( emission, and the den-
sity contrast, at least present in the theoretical simulations, is
largest. Finally, the direct observation of the wind morphology
by means of (optical) long-baseline interferometry is supposed
to make excellent progress within the next years.
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