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Stellar and wind parameters of Galactic O-stars
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Abstract. We have re-analyzed the Galactic O-star sample from Puls et al. (1996) by means of line-blanketed NLTE model
atmospheres in order to investigate the influence of line-blocking/blanketing on the derived parameters. The analysis has been
carried out by fitting the photospheric and wind lines from H and He. In most cases we obtained a good fit, but we have also
found certain inconsistencies which are probably related to a still inadequate treatment of the wind structure. These inconsis-
tencies comprise the line cores of Hγ and Hβ in supergiants (the synthetic profiles are too weak when the mass-loss rate is
determined by matching Hα) and the “generalized dilution effect” (cf. Voels et al. 1989) which is still present in He  4471 of
cooler supergiants and giants.
Compared to pure H/He plane-parallel models we found a decrease in effective temperatures which is largest at earliest spectral
types and for supergiants (with a maximum shift of roughly 8,000 K). This finding is explained by the fact that line-blanketed
models of hot stars have photospheric He ionization fractions similar to those from unblanketed models at higher Teff and higher
log g. Consequently, any line-blanketed analysis based on the He ionization equilibrium results in lower Teff-values along with
a reduction of either log g or helium abundance (if the reduction of log g is prohibited by the Balmer line wings). Stellar radii
and mass-loss rates, on the other hand, remain more or less unaffected by line-blanketing.
We have calculated “new” spectroscopic masses and compared them with previous results. Although the former mass dis-
crepancy (Herrero et al., 1992) becomes significantly reduced, a systematic trend for masses below 50 M� seems to remain:
The spectroscopically derived values are smaller than the “evolutionary masses” by roughly 10 M�. Additionally, a significant
fraction of our sample stars stays over-abundant in He, although the actual values were found to be lower than previously
determined.
Also the wind-momentum luminosity relation (WLR) changes because of lower luminosities and almost unmodified wind-
momentum rates. Compared to previous results, the separation of the WLR as a function of luminosity class is still present but
now the WLR for giants/dwarfs is consistent with theoretical predictions.
We argue that the derived mass-loss rates of stars with Hα in emission are affected by clumping in the lower wind region. If the
predictions from different and independent theoretical simulations (Vink et al. 2000; Pauldrach et al. 2003; Puls et al. 2003a)
that the WLR should be independent of luminosity class were correct, a typical clumping factor < ρ2 > / < ρ >2≈ 5 should be
derived by “unifying” the different WLRs.
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winds, outflows

1. Introduction

The understanding of massive stars and their evolution is not
only fundamental to stellar astrophysics but it also provides
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insights into a variety of other processes. Massive star winds
(with parameters depending on evolutionary stage and environ-
ment) are crucial for the chemical and dynamical evolution of
galaxies through their input of energy, momentum, and nuclear
processed material into the interstellar medium (e.g., Leitherer
& Heckman 1995; Silich & Tenorio-Tagle 2001; Oey 2003).
In the distant Universe, massive stars dominate the integrated
UV-light of very young galaxies (Steidel et al. 1996; Pettini
et al. 2000); even earlier they are the suspected sources of the
re-ionization of the Universe (Bromm et al. 2001).
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Thus, by observing and analyzing massive stars we can (in
principle) provide the numbers required to tackle these prob-
lems. Moreover, we can address a number of ensuing ques-
tions which are of great interest and might have significant con-
sequences for our general understanding. Present efforts, for
example, concentrate on the physics of rotation (with respect
to both the interior structure by means of mixing processes
and the exterior structure by modifying the wind morphology,
e.g. Maeder & Meynet 2000 and references therein), the influ-
ence of time-dependent processes (see below) and the so-called
wind-momentum luminosity relation (WLR) which might be-
come an independent tool to derive extragalactic distances on
an intermediate scale (up to the Virgo and Fornax cluster).

This knowledge is mainly derived from the analysis of stel-
lar spectra which in turn requires adequate atmospheric mod-
els. For this purpose sophisticated model atmosphere codes
have been developed in the last decade, e.g., Hubeny & Lanz
(1995), Santolaya-Rey et al. (1997, “”), Hillier et al.
(1998), Pauldrach et al. (2001) and Gr äfener et al. (2002) which
incorporate detailed atomic models and improved numerical
techniques. These models offer us the opportunity to derive
rather realistic stellar parameters and provide insight into the
chemical composition of stars. Additionally, the latter four
codes allow for an investigation of important wind properties
such as mass-loss rates, wind terminal velocities and velocity
structures.

Considering that the actual value of the mass-loss rate has a sig-
nificant influence on massive star evolution1, the derived mass-
loss rates need to be known to a level of precision better than
a factor of two; otherwise, evolutionary calculations relying on
these numbers could become completely erroneous.

Although such a precision is feasible (at least differentially,
cf. Kudritzki & Puls 2000 and references therein), the situa-
tion looks different on an absolute scale. Most important in this
sense is the fact that stellar rotation (e.g., Maeder & Meynet
2000a), the intrinsic instability of the line-driving mechanism
(Owocki et al., 1988; Feldmeier, 1995; Owocki & Puls, 1999)
and their interaction (Owocki, 1999) are able to produce non-
spherical and inhomogeneous structures, observationally ev-
ident, e.g., from X-ray emission and line profile variability.
Unless we completely understand these structures, we cannot
be entirely sure about the “average” properties of stellar winds
like mass-loss rates and ionizing fluxes. At least in the case of
WR-stars, the presence of clumping has severe consequences
for the interpretation of observed line profiles, particularly with
respect to the derived mass-loss rates, e.g., Moffat & Robert
(1994); Schmutz (1997).

Not only do present mass-loss rates remain somewhat uncertain
but also the basic stellar parameters of O-stars are subjected to
a number of uncertainties. Using plane-parallel NLTE-models,
Herrero et al. (1992) have presented discrepancies in masses
and helium abundances of O-stars, derived from either evolu-
tionary tracks or spectroscopy. It was suggested that these dis-
crepancies could be reduced by accounting for rotational mix-

1 Note that, e.g., for O-stars the product of typical mass-loss rate
times hydrogen burning life-time is a significant fraction of total mass.

ing in the evolutionary calculations (which partly turned out to
be true, Meynet & Maeder 2000) and/or by including the ef-
fects of mass-loss and sphericity into the atmospheric models.

The latter deficiency was corrected when so-called uni-
fied model atmospheres became available (Gabler et al., 1989).
On the basis of these models, Puls et al. (1996) introduced
an approximate method to obtain mass-loss estimates for a
large sample of Galactic and Magellanic Cloud O-stars. As a
“by-product”, this analysis provided the basis for the wind-
momentum luminosity relationship of hot stars (Kudritzki et
al., 1995).

There is, however, one additionally important effect that
could not be treated at that time: the influence of line-
blocking/blanketing which should significantly affect the anal-
ysis, mainly with respect to the temperature scale as a function
of spectral type. With the present generation of atmospheric
model codes this task has now become feasible.

Recently Martins et al. (2002) have presented such a new
temperature scale for massive O dwarfs that is actually consid-
erably lower than the one found by Vacca et al. (1996) (based
on plane-parallel, pure H/He model atmospheres) as a result of
strong metal line blanketing. Crowther et al. (2002) have pre-
sented an analysis of four supergiants in the LMC and SMC
with similar but stronger trends, and Herrero et al. (2002) have
analyzed seven Cyg OB2 stars by means of the latest, line-
blanketed version of .

In view of the important role of hot stars and their winds, a
re-analysis of the O-star sample by Puls et al. (1996) is ur-
gently required, particularly because this sample still comprises
the basic data set for O-star mass-loss rates and corresponding
WLRs.

In the present paper we will first concentrate on the Galactic
sub-sample and on a detailed spectral analysis of the cor-
responding stars and then comment on peculiarities, prob-
lems and uncertainties, mainly on the basis of a differential
comparison with previous results from unblanketed models.
Preliminary results of our investigation have already been pub-
lished in Puls et al. (2003a).

The remainder of this paper is organized as follows. In
Sect. 2 we briefly outline the characteristics of the code used,
followed by a description of our Galactic sample in Sect. 3.
Sect. 4 comprises general remarks on our procedure and sum-
marizes the basic results of our analysis in Table 1. In Sect. 5,
we comment in detail on our individual objects and in Sect. 6
we present an elaborated error analysis. In Sect. 7 we discuss
the implications of our investigation: First, we consider the re-
lation between effective temperature vs. spectral type and grav-
ity vs. effective temperature in view of the new results. We then
explain the differences in the results from blanketed and un-
blanketed models in fair detail and comment on the status quo
of mass and helium discrepancies outlined above and present
an updated view of the WLR for Galactic O-type stars. Finally,
Sect. 8 comprises further conclusions and a summary of this
work.
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2. The code

In order to investigate the influence of line-blocking/blanketing
on Teff , and subsequently on the other stellar and wind param-
eters, we have begun to re-analyze the O-star sample compiled
by Puls et al. (1996, in the following Paper I). As outlined
above, in the present paper we will concentrate on the Galactic
objects of this sample, where the analysis will be performed by
means of NLTE-atmospheres/line formation, utilizing the latest
version of  (an acronym for Fast Analysis of STellar
atmospheres with WINDs; Herrero et al. 2002; Santolaya-Rey
et al. 1997). This code, allowing for the simultaneous compu-
tation of photospheric and wind lines, has the enormous advan-
tage of being very fast (roughly 30 min/model on any 1 GHz
processor), enabling us to calculate the vast amount of models
required. This computational efficiency is obtained by apply-
ing appropriate physical approximations to certain processes
where high accuracy is not needed (regarding the objective of
the analysis - optical lines!), in particular for the treatment of
the metal-line background opacities.

The code comprises the concept of “unified model atmo-
spheres” (i.e., the smooth transition from a pseudo-hydrostatic
photosphere to a wind) along with an appropriate treatment of
line-broadening which is a prerequisite for the analysis of O-
stars of different luminosity classes covering a variety of wind
densities.

The approximations underlying the treatment of metal line
blocking/blanketing will be described in detail by Puls et al.
(2003b, in prep). In summary, the calculation of the required
NLTE metal opacities (bound-bound, bound-free, and free-
free) follows the principal philosophy presented by Abbott &
Lucy (1985), Schmutz (1991), Schaerer & Schmutz (1994) and
Puls et al. (2000) and important details have now been im-
proved upon. Particularly, the equations of approximate ioniza-
tion equilibrium have been re-formulated to account for the ac-
tual radiation field as a function of depth at all ionization edges,
and a consistent iteration scheme regarding the coupling of the
rate equations and the radiation field has been established to
avoid the well-known convergence problems of a pure Lambda
Iteration. For the calculation of the effects of line-blocking,
we used suitable means for the line opacities, averaged over
a frequency interval of the order of v∞, while flux conserva-
tion (line-blanketing!) is obtained by incorporating the concept
of NLTE-Hopf parameters (cf. Santolaya-Rey et al. 1997) in a
consistent way.

The code has carefully been tested by comparison with results
from alternative, fully blanketed codes presently available. On
the one hand, we have compared our blanketed fluxes with
those from the model-grid2 provided by Pauldrach et al. (2001,
basic), and found very good agreement in almost all cases.
Some of the complementary tests, on the other hand, have al-
ready been discussed by Herrero et al. (2002, see also Urbaneja
et al. 2003). As an example for stars with negligible winds, the

2 comprising six supergiants and six dwarfs between 30,000 and
50,000 K, see also http://www.usm.uni-muenchen.de/people
/adi/Models/Model.html

analysis of 10 Lac (O9 V) resulted in an excellent fit at tem-
peratures lower than those obtained from unblanketed models,
and the derived parameters completely agree with those ob-
tained by Hubeny et al. (1998) using . With respect to
, direct as well as indirect tests have been performed.
As an example of direct tests, Herrero et al. (2002) have com-
pared the emergent fluxes resulting from  and -
 for a model of Cyg OB2 #7 (O3 If∗), and again found
remarkable agreement between both codes for this hot super-
giant with strong wind. Unpublished indirect tests (Najarro,
priv.com.) concern an alternative combined UV/optical analy-
sis, performed for a part of the Cyg OB2 objects from Herrero
et al. (2002) by means of . For two objects (Cyg OB2
#4 (O7 III ((f))) and #10 (O9.5 I) excellent agreement in all de-
rived parameters was obtained, whereas for two other objects
(Cyg OB2 #11 (O5 If∗) and #8A (O5.5 I(f)) somewhat cooler
temperatures (and accordingly also lower mass-loss rates) have
been derived. The origin of this inconsistency (the only one
arising so far) is still unclear and will be analyzed in a forth-
coming investigation. Note, however, that an independent -
 analysis of ζ Pup (O4 I(f)) performed by Crowther et
al. (2002) resulted in very similar parameters as found in the
present work (cf. Sect. 7.1).

3. The O-star sample

For our re-analysis we have used the spectra described by
Herrero et al. (1992) and Puls et al. (1996). The Hα observa-
tions of the core sample of Galactic O-stars were taken from
Herrero et al. (1992) and Herrero (1993) and were carried out
with the 2.5m Isaac Newton telescope at the Observatory of El
Roque de los Muchachos in La Palma in July and October 1989
and in August 1992. The blue observations needed to derive
photospheric parameters were obtained during the same runs
with an additional one in September 1991. Note however that
the blue and red spectra were not taken simultaneously. For a
specific observational run, all red spectra were obtained during
one night, whereas the blue spectra were collected during the
remaining nights.

The Intermediate Dispersion Spectrograph (IDS) was used
with the 1800 V grating along with the 235 mm camera yield-
ing a spectral resolution of 0.8 Å FWHM along with a mea-
sured S/N ratio of ≈300 and a spectral resolution of 0.6 Å
FWHM along with a S/N ratio ranging from 150 to 200 for the
red and the blue observations, respectively. The reduction of
the data was made following standard procedures (using var-
ious packages such as ,  (Shortridge, 1987), Midas
etc.) comprising bias subtraction, flat field division, spectrum
extraction, wavelength calibration and continuum rectification.
The above data is supplemented by additional O3 stars lo-
cated in the Carina nebula and some further well-observed
stars such as ζ Pup and α Cam. The data for the Carina stars
(HD 93129A, HD 93128, HD 93250, and HD 303308) were ob-
tained in December 1992 using the ESO New Technology
Telescope (NTT) and the EMMI spectrograph covering the
wavelength ranges 3920 - 4380, 4300 - 4750 and 6300 - 6800
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Å at a resolution of 0.9, 0.95 and 1.1Å, respectively. The mea-
sured S/N ratio was found to be of the order of ≈200.

Furthermore, additional red spectrograms of HD 207198,
and HD 209975 were obtained with a similar instrumental
setup as described by Herrero et al. (1992) and Herrero (1993).

The blue spectra of α Cam were taken from Lennon et al.
(1992), and the red ones from Lennon et al. (1993).

The data for ζ Pup (blue and red), finally, was taken from
Bohannan et al. (1990), where further information of the obser-
vational material and data reduction procedures may be found.

For all spectra we used the rectifications provided by the
corresponding observers. Note, however, that particularly the
region around the “new” He /He  lines in the red band (see
below) suffers from some problems in rectification, since this
region has not been considered in detail before. Nevertheless,
we have refrained from any “re-rectification” and have com-
mented on the problem when present.

In total the sample consists of 24 Galactic O-stars as listed
in Table 1 covering luminosity class I, III, and V objects.

4. Analysis - General remarks

Before presenting the detailed results of our analysis, we would
like to remark on certain aspects concerning our procedure.

Micro-turbulence. As is well known, the inclusion of an
adopted micro-turbulent velocity into the profile-functions can
diminish certain discrepancies between the He  singlet and
triplet lines in the B- and late O-star regime (cf. Smith &
Howarth 1998 and the discussion below), whereas for hotter
O-stars micro-turbulence has (almost) no effect on the analy-
sis (Villamariz & Herrero, 2000). Following these results, for
almost all stars later than O6 (regardless of their luminosity
class) we adopted a vturb of 10 km s−1 as a reasonable com-
promise. At spectral type O6, our analysis of HD 210839 (lc I)
indicated that such a micro-turbulence is still needed, whereas
for HD 217086 (O7V), the inclusion of vturb did not change our
results. Since both stars turned out to lie at Teff = 36000 K, we
conclude this temperature to be an upper limit where micro-
turbulence plays a role and is actually needed. For all stars hot-
ter than O6, we adopted vturb = 0, in agreement with the results
from Villamariz & Herrero (2000).

Distances/Radii. It has recently been proposed that distances
to open clusters derived from H observations might be
systematically smaller than photometric ones (de Zeeuw et al.,
1999). If this was confirmed, we would require a new calibra-
tion of absolute magnitudes in the upper part of the HR dia-
gram. However, since present data is still scarce, we have sys-
tematically adopted photometric distances for stars belonging
to OB associations (collected from different sources in the lit-
erature) to avoid an additional bias in our data.

Nevertheless, we still have to consider the runaway or field
stars in the sample. Four of them have measured H
parallaxes (ESA 1997) with not too large errors: HD 66811
(ζ Pup), HD 210839 (λ Cep), HD 24912 (ξ Per) and HD 149757

(ζ Oph). In these cases, however, we have to consider the un-
certainty in the derived absolute magnitudes introduced by the
Lutz-Kelker effect (Lutz & Kelker 1973). Only ζ Oph has a rel-
ative error that allows a standard correction of the Lutz-Kelker
effect and we adopt the value derived from the measured par-
allax and the correction provided by Koen (1992). We have re-
duced the 90% confidence limits provided by Koen to the usual
standard deviation for our errors.

The relative error in the parallax of ζ Pup is slightly be-
yond the limit for which the standard Lutz-Kelker correction
can be applied. We have estimated the correction using Fig. 2 in
Oudmajier et al. (1998) and have found that the resulting value
agrees well with existing calibrations of absolute magnitude
versus spectral classification (e.g., Massey 1998 or Walborn
1972). Therefore, we have adopted this resulting value and cor-
responding uncertainty (i.e., ±0.43 mag which is larger than the
uncertainty adopted for most of the stars).

We have performed the same exercise for λ Cep, but the
resulting value did not comply with current calibrations. We
preferred the absolute magnitude from spectroscopic paral-
laxes given in the literature, in particular the value provided by
Garmany & Stencel (1992) since its agreement with existing
calibrations is better. Additionally, we adopted a larger uncer-
tainty in absolute magnitude, ±0.5 mag.
ξ Per has the largest relative error in the measured paral-

lax and the absolute magnitudes found in the literature do not
match its spectral classification (Humphreys 1978; de Zeeuw et
al. 1999; Hoogerwerf et al. 2001). Therefore, we adopt a value
from the calibrations by Massey (1998) and Walborn (1972).

For HD 30614 (α Cam), finally, we have used the absolute
magnitude taken from the calibration by Walborn (1972).3

Compared to the “old” values from Paper I, the “new” ab-
solute magnitudes remain almost unchanged (typical modifica-
tions are of the order of±0.1. . .0.15 mag) except for the follow-
ing cases: ξ Per, α Cam and HD 209975 have become brighter
by 0.4, 0.9 and 0.7 mag, respectively, whereas HD 217086 has
become fainter by 0.4 mag.

From these Mv-values, stellar radii have been calculated
following the procedure outlined by Kudritzki (1980) and
Herrero et al. (1992):

5 log R? = 29.58 + (Vtheo −MV) , (1)

Vtheo = −2.5 log
∫

filter
4HλS λdλ,

(2)

where Hλ is the theoretical Eddington flux from the calculated
models (in units of [erg s−1 cm−2 Å−1]) and S λ is the spectral
response of the photometric system.
The input radii used as starting values for our atmospheric mod-
els were taken from Paper I and have been calculated from the
“old” M v-values provided by Herrero et al. (1992) and Paper I.
Since the inclusion of line blocking/blanketing changes the the-
oretical fluxes (cf. Sect. 7.2) and since we have adopted some-

3 For a more thorough discussion concerning the problem of dis-
tances and magnitudes, we refer the reader to Markova et al. (2003).
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Table 1. Galactic O-star sample: Stellar and wind parameters adopted (Mv) and derived using . Teff in kK, R∗ in R�, Vr sin i and v∞ in
km s−1, M∗ in M�, L in L�, Ṁ in 10−6M�/yr (terminal velocities v∞ from Paper I). HD 93129A and HD 303308 have recently been detected as
binary systems but they are treated here as single stars (see text). Bold face numbers denote β-values which could be derived with high precision
from emission profiles. Stars with absorption profiles were fitted with an assumed value of β = 0.80. Rold is the stellar radius resulting from our
new models which was calculated by means of the “old” Mv values from Paper I (not tabulated here).

Star Sp.Type Mv Teff log g log g2)
true R∗ YHe Vr sin i v∞ log L M∗ Ṁ β Rold

HD 93129A1) O2 If∗ -6.74 42.5 3.70 3.71 (22.5) 0.10 130 3200 (6.17) (94.8) (26.30) 0.80 (21.4)
HD 93128 O3 V ((f)) -5.24 46.5 4.00 4.01 10.4 0.10 100 3100 5.66 39.8 2.64 0.853) 10.2
HD 93250 O3 V ((f)) -6.14 46.0 3.95 3.96 15.9 0.10 130 3250 6.01 83.3 3.45 0.903) 17.6
HD 66811 O4 I(f) -6.32 39.0 3.55 3.59 19.4 0.20 220 2250 5.90 53.9 8.80 0.90 16.8
HD 3033081) O4 V ((f+)) -5.29 41.0 3.90 3.91 (11.5) 0.075 120 3100 (5.53) (39.0) ( 1.63) 0.80 (12.6)
HD 14947 O5 If+ -5.94 37.5 3.45 3.48 16.8 0.20 140 2350 5.70 30.7 8.52 0.95 18.1
HD 15558 O5 III(f) -6.27 41.0 3.80 3.81 18.2 0.10 150 2800 5.93 78.7 5.58 0.80 19.4
HD 193682 O5 III(f) -5.55 40.0 3.60 3.65 13.1 0.20 200 2800 5.60 27.9 1.73 0.80 12.3
HD 15629 O5 V ((f)) -5.50 40.5 3.70 3.71 12.8 0.08 90 3200 5.60 30.4 1.28 0.80 12.8
HD 210839 O6 I(n) fp -6.40 36.0 3.55 3.58 21.1 0.10 200 2250 5.83 62.2 6.85 1.00 20.2
HD 190864 O6.5 III(f) -5.29 37.0 3.55 3.57 12.3 0.15 105 2500 5.41 20.3 1.39 0.80 14.2
HD 192639 O7 Ib (f) -6.10 35.0 3.45 3.47 18.7 0.20 125 2150 5.68 37.5 6.32 0.90 19.6
HD 193514 O7 Ib (f) -6.15 34.5 3.30 3.32 19.3 0.10 105 2200 5.68 28.2 3.48 0.80 19.7
HD 24912 O7.5 III(n)((f)) -5.50 35.0 3.50 3.56 14.0 0.15 220 2450 5.42 26.1 1.08 0.80 11.6
HD 203064 O7.5 III:n ((f)) -5.74 34.5 3.50 3.60 15.7 0.10 300 2550 5.50 35.9 1.41 0.80 14.1
HD 217086 O7 V n -4.50 36.0 3.50 3.72 8.6 0.15 350 2550 5.05 14.2 ≤ 0.23 0.80 10.4
HD 13268 ON8 V -4.77 33.0 3.25 3.48 10.3 0.25 300 2150 5.05 11.7 ≤ 0.26 0.80 11.4
HD 210809 O9 Iab -6.20 31.5 3.10 3.12 21.2 0.14 100 2100 5.60 21.7 5.30 0.90 21.2
HD 207198 O9 Ib -5.80 33.0 3.45 3.46 16.6 0.12 80 2150 5.47 29.0 1.79 0.80 14.5
HD 30614 O9.5 Ia -7.00 29.0 2.97 2.99 32.5 0.10 100 1550 5.83 37.6 6.04 1.15 21.5
HD 209975 O9.5 Ib -6.41 32.0 3.20 3.22 22.9 0.10 100 2050 5.69 31.4 2.15 0.80 16.5
HD 18409 O9.7 Ib -5.58 30.0 2.95 3.04 16.3 0.14 150 1750 5.29 10.6 1.02 0.853) 15.7
HD 191423 O9 III:n∗ -5.24 32.5 3.35 3.60 12.9 0.20 400 1150 5.23 24.6 ≤ 0.41 0.80 12.7
HD 149757 O9 V -4.35 32.0 3.65 3.85 8.9 0.17 400 1550 4.87 20.2 ≤ 0.18 0.80 8.2

1) component of binary system.
2) log g including centrifugal correction (see text).
3) denotes those absorption profiles for which there are indications that β differs from 0.80 (see text).

what different values for Mv (see above), the radii change ac-
cordingly which has been accounted for in the calculation of
the final models. Even for the largest modifications of Mv, the
changes in radius remain below 25%, except for α Cam, with
an increase in radius by 50%, cf. Table 1.

Note that in Table 1 all radius-dependent quantities such as lu-
minosity, mass and mass-loss rate refer to the stellar radii calcu-
lated from the Mv-values as described above (“R ∗”), since we
regard these values as superior to the “older” ones. However,
we additionally provide stellar radii calculated from the “old”
Mv-values (“R old”). Hence, L,M, Ṁ, . . . can easily be rescaled
(e.g., Sect. 7.5), accounting for the fact that a strictly differ-
ential comparison with earlier analyses is one of the primary
objectives of the present work.

Projected rotational velocities. As a first guess we have used
the values provided in Paper I (except for HD 210839 = λ Cep,
where the value given (i.e., 100 km s−1) is a miss-print and
should read 200 km s−1). However, in 9 out of 24 cases our
analysis (including additional He  lines) indicated somewhat
different values, which we used instead of the original ones.
Except for the two stars in Carina, HD 93250 and HD 303308,
where we had to increase Vr sin i from 100 to 130 km s−1, these

corrections are below 20%. Compared to the elaborate anal-
yses by Penny (1996) and Howarth et al. (1997) using cross-
correlation techniques based on UV observations, our results
agree very well in most cases. With respect to the values pre-
sented by Penny (1996) we find an average ratio of the derived
projected rotational velocities of 1.03±0.10 (mean absolute de-
viation: ±0.08), and with respect to the values from Howarth et
al. (1997) an analogue comparison results in 1.02±0.15 (mean
absolute deviation: ±0.11). The only real difference has been
found in the case of HD 93129A, for which Howarth et al.
(1997) claim a value of 180 km s−1, compared to 130 km s−1in
this work. Note, however, that the value provided by Penny
(1996), 143 km s−1, agrees much better with our analysis for
this star.

Mass-loss rates have exclusively been derived from Hα. In
so far, the consistency (present or absent) of the synthetic and
observed He  4686 line allows to check the accuracy of our
code (see below).

Velocity law for thin winds. In case of thin winds, i.e., Hα in
absorption, it is (almost) impossible to derive the exponent of
the velocity-law, β, in the wind. In this case, we usually adopted
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the “theoretical” value β = 0.8 (cf. Pauldrach et al. 1986), but
performed a rigorous error analysis concerning the possibility
that other values are present (cf. Sect. 6). For some stars with
Hα in absorption, we actually found indications of values dif-
ferent from β = 0.8. These special cases are described in our
comments on individual objects (Sect. 5) and also indicated in
Table 1 - the summarized results of our analysis.

Summary of results. This table comprises the HD num-
ber, spectral classification, “new” absolute magnitude, effec-
tive temperature Teff, “measured” gravity log g, “true” gravity
log gtrue (including the centrifugal correction, cf. Sect. 6), stel-
lar radius R∗ (see above), the luminosity L, the helium abun-
dance (by number) YHe= N(He)/N(H), projected rotation ve-
locity Vr sin i, terminal velocity v∞, mass M∗, mass-loss rate
Ṁ and, as mentioned above, the derived or adopted value of
β. Furthermore, we provide also the stellar radii as calculated
from the Mv-values from Paper I, Rold.

The spectral classification used is the one adopted by
Herrero et al. (1992) except for those objects for which a re-
classification of luminosity class has been proposed. The main
purpose of this re-classification was to reduce the scatter of
physical parameters (e.g., gravity) within a given luminosity
class and to adopt consistent absolute magnitudes. Since in
the present work we make no use of any parameters calibrated
against luminosity class (except for the absolute magnitude of
α Cam), a re-classification is not necessary. Therefore, we pre-
fer to maintain the classification based on purely morphologi-
cal aspects. Note, however, that some stars might have physical
parameters that deviate from those obtained using calibrations.

Moreover, according to Walborn et al. (2002), HD 93129A
and HD 303308 (prior to knowing that the two stars were bina-
ries; see Nelan et al. 2003, in prep.) have been revised to O2 If∗

and O4 V((f+)), respectively.

The final fits for our sample stars are plotted in Figs. 1 to 7.
Figs. 1,2,5 and 8 display the fits of those lines which are prefer-
entially formed in the photosphere, whereas Figs. 3, 4, 6 and 7
comprise the “wind lines”, H α (along with He  6527) and He 
4686.

Strategic lines. For the photospheric lines we display the hy-
drogen Balmer lines Hβ and Hγ (Hδ and Hε are absent in most
of our spectra since they lie at the far edge of the short wave-
length range), the He  singlets λλ4387, 4922, the He  triplets
λλ4471, 4713 (He  4026 again is absent in most cases) and the
He  lines λλ4200, 4541. Additionally, we have included those
He lines neighboring Hα, namely He  6404 and He  6683/He 
6678.
In former analyses mainly two He  lines, He  λλ4200 and
4541 (n = 4 →11 and n = 4 →9) have been used to derive
the stellar parameters, since He  4686, on many occasions,
is affected by severe wind emission which could not be syn-
thesized from plane-parallel models. Moreover, He  4686 de-

pends strongly on the behaviour of the He  resonance line at
303Å, which in turn reacts sensitively to the details of line-
blocking (as all other He  resonance lines do).

Since the present code can deal with both winds and line-
blocking, this line has now been included and serves as an ideal
tool to indirectly check the accuracy of the calculated line-
blocking in the EUV.

Moreover, as already mentioned, we have included the He
lines located blue- and redwards of Hα into our analysis, pro-
viding additional constraints and information on the sensitiv-
ity to small parametric changes and thus allowing to check the
consistency of our assumptions and results. In particular, we
added the two He  lines at 6404Å and 6527Å bluewards of
Hα with corresponding transitions n = 5→15 and n = 5→14,
respectively. Redwards of Hα we included He  6683 (n = 5
→13) which is blended with He  6678. The latter line belongs
to the singlet system with lower level (2p1P0) and upper level
(3d1D).

Before beginning to comment on the individual objects, we
would like to point out some general behaviour of the fitted
lines.

Line cores of photospheric Balmer lines. For almost all lu-
minosity class I objects from our sample with Teff > 35,000 K,
the synthetic Balmer lines formed in or close to the photosphere
(Hγ and Hδ, where present, along with Hβ) show too much wind
emission in their cores if Hα fits (cf. Fig. 1, in particular ζ Pup).
In these cases, it turned out that it is impossible (within the stan-
dard assumptions of our model) to obtain a consistent fit for all
Balmer lines at a given mass-loss rate. This finding, however, is
not completely new, cf. Herrero et al. (2000, 2002). Reversing
our modus operandi we obtain well fitted line cores but rather
poor Hα profiles if we reduceṀ by a factor of typically 1.5 - 2.

On the other hand, for those supergiants with Teff≤
35,000 K we either obtain a good fit quality for all Balmer lines
or (in two cases) Hγ and/or Hβ show too little wind emission in
their cores.

“Generalized dilution effect”. Another prominent feature
found in class I to III objects is the presence of the so-called
“generalized dilution effect”.

“Historically”, this effect expresses the strengthening of
the He  absorption lines with decreasing effective temperature
(see Voels et al. 1989 and references therein) and has been
invoked to explain certain deviations between synthetic line
profiles from plane-parallel models and observations in cool
O-supergiants: in this spectral range, one usually finds that a
number of synthetic He  lines are considerably weaker than
the observations, whereas this effect is most prominent for He 
4471.

The conventional explanation assumes that the lower lev-
els of the corresponding transitions, 23S ,21S , 23P, and 21P
become overpopulated (with decreasing degree of overpopula-
tion) because of the dilution of the radiation field in the (lower)
wind. Note that the NLTE departure coefficients scale with the
inverse of the dilution factor, since the ionization rates are pro-
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portional to this quantity (less ionization from a diluted radia-
tion field), whereas the recombination rates remain unaffected.

Once more, this explanation is based on principal theoret-
ical considerations, without any direct proof by actual simula-
tions accounting for an extended atmosphere.

From the results of our simulations (which now include
such a treatment), however, it is obvious that there still might be
something missing in the above interpretation. In particular He 
4471 is still too weak in cooler supergiants, even if we account
for a significant micro-turbulence (see above). Again, this find-
ing is supported by previous investigations from Herrero et al.
(2000, 2002).

Another consequence of the above theoretical scenario
would be the following: For each of the lower He  levels under
consideration, the lines belonging to one series should become
less affected by the dilution of the radiation field with decreas-
ing oscillator strength, since the line is formed at increasingly
greater depths.

This would imply, e.g., that He  6678 with lower level 21P
(larger oscillator strength but less overpopulated lower level)
should approximately be as strongly affected by dilution as He 
4471 (with lower level 23P). From our results, however, we
can see that also this prediction does not hold if checked by
simulations. A typical example is α Cam: Although He  4471
is too weak, He  6678 can perfectly be fitted.

At least for all other lines investigated, the prediction seems
to hold. The weakest transitions in each series, i.e., the He 
4713 triplet line and the He  4387 singlet line, give very good
line fits and the same is true for He  4922.

Hence, the only line with prominent generalized dilution
effect (we keep this denotation) is He  4471 and cannot be re-
produced by our code even if line-blocking/blanketing is in-
cluded. Similarly, it is rather improbable that a too large wind
emission in the line core (as found for the blue Balmer lines)
is the reason for this “defect”, since this problems seems to be
present only in hotter supergiants. For the cooler ones, where
He  4471 is too weak, the line cores of all other lines are
equally well described.

Thus, the actual origin of the dilution effect in He  4471 is
unclear, although a tight relation to either luminosity and/or the
presence of a (strong) wind seems to be obvious: dwarfs do not
suffer from this effect, no matter if early or late type dwarfs, as
can be seen from the almost perfect fit quality of He  4471 in
these cases (Fig. 8).

On the other hand, all O-type class I and III objects between
O6 and O9.5 show too weak He  4471, whereas stars earlier
than O6 behave like class V objects, i.e., they pose no problem.

The boundary for the onset of the dilution effect, however,
is difficult to determine. Our model calculations of HD 210839
(O6 I(n) fp) which constitutes an upper boundary for the effect
in class I objects reveal that a decrease in Teff or β along with
corresponding changes in Ṁ helps to improve the Hγ, Hβ and
He  4471 line fits, whereas the good fit quality for the other
lines is lost in this case. The situation is similar for HD 190864
(O6.5 III(f)). No matter which sensible parametric alterations
we applied, there were hardly any changes in He  4471.

From these experiments, we estimate the upper boundary
for the presence of the dilution effect to lie somewhere between
O6 and O6.5 for class I and III objects.

It cannot be excluded, of course, that the discussed effect
is a deficiency of the present version of . Combined
UV/optical  analyses by Crowther et al. (2002) and
Hillier et al. (2003) for LMC/SMC supergiants do actually re-
produce the strength of He  4471 in parallel with the other
lines, but the number of objects analyzed is still too low to al-
low for firm conclusions. Nevertheless, we are aware of the fact
that a consistent calculation of the temperature structure (also
in the outer wind) might be relevant for the formation of the
He  4471 line cores, particularly in the parameter space un-
der consideration; since a new version of  will include
such a consistent temperature stratification, we will be able to
report on any changes due to this improvement in forthcoming
publications.

5. Comments on individual objects

In the following section we will give specific comments on pe-
culiarities, problems and uncertainties for each individual ob-
ject, starting with the hottest of each luminosity class and or-
dered according to derived Teff.

5.1. Supergiants

HD 93129A. The re-analysis of this object reveals a Teff of
42,500 K (compared to Teff= 50,500 K from Paper I) which
constitutes the most significant change in Teff found through-
out the course of this investigation. The upper temperature limit
lies at 45,000 K where the wings in the He  lines start to be-
come too strong. Before a final statement concerning the effec-
tive temperature can be given, the nitrogen spectrum will have
to be synthesized, of course.

The value of β has been constrained to 0.8 and the helium
abundance to YHe= 0.1. A larger helium abundance can be ex-
cluded since an increase in YHe would yield too strong absorp-
tion troughs. The reader may note that this object was recently
confirmed as a binary with a separation of 60 mas (Nelan et
al. 2003, in prep.), where the components have been found to
be similar with respect to their spectral types and masses. Thus,
the observed spectrum might be significantly contaminated and
the results of our analysis are somewhat artificial (especially
concerning all radius dependent quantities such as mass, lumi-
nosity and mass-loss rate. If we assume that both components
were actually identical, the values for radius, luminosity, mass
and mass-loss rate given in Table 1 would have to be scaled
by a factor of 2−1/2, 1/2, 1/2 and 2−3/4, respectively, in order
to obtain the corresponding values for one component.) Note,
however, that the deduced reduction in Teff (as a consequence
of severe line-blanketing) sounds reasonable and gives some
clue about what would happen if the object were a single star.

Since the value for Vr sin i claimed by Howarth et al. (1997)
significantly exceeds the value deduced by us (cf. Sect. 4), we
have also determined an upper limit for this value. In order to
obtain synthetic spectra consistent with the observations, this
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Fig. 1. Line fits of supergiants with spectral types ranging from O3 to O7.5, ordered according to derived Teff . The horizontal and vertical
lines in the bottom right corner indicate the scale used and correspond to 20 Å in wavelength and 0.5 in units of the continuum, respectively
(extending from 0.75 to 1.25.)

limit turned out to be 150 km s−1, very close to the alternative
value provided by Penny (1996).

HD 66811 (ζ Pup). For this star, as already discussed, the line
cores of Hγ and Hβ become too strongly filled in by wind emis-
sion if we use the mass-loss rate derived from a fit of Hα. In
this case, we have concentrated on the red wing of Hα since
the blue wing is known to be problematic (see also Paper I).
In particular, the (strong) blue absorption trough cannot be re-
produced by our models. It might be speculated whether this
feature is related to an aspherical wind which should be present
because of the large value of Vr sin i and which is supported by
spectropolarimetric analyses carried out by Harries & Howarth
(1996).

Compared to the results from Paper I, Ṁ needed to be in-
creased from 6.0 to 8.8 ·10−6M�/yr, mainly because β had to
be reduced from 1.15 to 0.90.

A lower limit for the mass-loss rate of 7.4 ·10−6M�/yr can
be inferred if we try to reproduce the line cores of Hγ, Hβ and
He  4541; in this case, Hα and He  4686 become much too
weak, of course. From these limits, however, it might be pos-
sible to derive tight constraints concerning the possibility of
wind clumping (see Sect. 7.5.2).

Although the fit quality for He  4200 is good, He  4541
(with same lower level) appears too weak. The discrepancy
between these two lines (which is evident also for the next
two stars, HD 14947 and λ Cep) has already been discussed
by Herrero et al. (1992, 2000) for plane-parallel and unified
model atmospheres without line-blocking/blanketing, respec-
tively. The inclusion of the latter effects does not resolve the
problem. Interestingly, it seems to occur only in those cases
where the line cores of Hγ and Hβ are too weak.

HD 14947. The overall fit quality is good, but again no opti-
mum solution for the line cores of the blue Balmer lines could
be obtained. In order to match the profile shape of He  4686,
β had to be increased by 0.25 and Ṁ to be decreased by 25%
(from 8.5 ·10−6M�/yr to 6.4 ·10−6M�/yr), compared to the val-
ues derived from Hα.

Since He  4471 is the only He  line with considerable
strength, the ionization equilibrium (and thus the effective tem-
perature) remains somewhat uncertain, due to missing addi-
tional constraints.

The apparent discrepancy between the predicted and ob-
served line profile of He  6683 is partly due to an erroneous
rectification.
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Fig. 2. As Fig. 1, but for spectral types ranging from O7 to O9.7

HD 210839 (λ Cep). This star, as ζ Pup, is known to be
a fast rotator with a projected rotational speed of Vr sin i =
200 km s−1. Also the fit quality is very similar to ζ Pup: We find
the same line core problems in Hγ and Hβ and no possibility
to obtain the observed P Cygni shape in Hα (again aspherical
wind?). Note that HD 210839 is the first star with observable
dilution effect. Note also that the rather large uncertainty in Mv

(due to the distance problem discussed in Sect. 4) leads to cor-
respondingly large error bars in log L, Ṁ and related quantities.

HD 192639. Our re-analysis gives a rather consistent fit of
both the Balmer lines and the weak He  lines, with exception
of the strong dilution effect observed in He  4471.

For this star, we found the most striking discrepancy be-
tween theoretical prediction and observation in He  4686,
where theory predicts strong emission but a weak P Cygni
shaped profile is observed instead. In order to fit this line ap-
propriately, it would be necessary to decrease the mass-loss
rate by more than 50% (from Ṁ = 6.3 ·10−6M�/yr to Ṁ ≈
2.8 ·10−6M�/yr.) Note that this star has parameters and profiles
similar to λ Cep. The latter is known to be strongly variable (cf.
Herrero et al. 2000) and, thus, it might be possible that also for
HD 192639 the apparent mismatch of Hα and He  4686 might
be partly related to wind variability: As pointed out in Sect. 3,
the blue and red spectra have not been taken simultaneously,

but with a temporal offset larger than the typical wind flow time
which is of the order of a couple of hours.

The apparent bad fit of He  6404 is solely due to an erro-
neous rectification.

HD 193514. The presence of a wind is evident from He  4686
showing a weak emission. By comparing the star to HD 192639
which is of same spectral type with similar values for Teff and
log g, we can see that the Hα line in the case of HD 193514 is in
absorption, whereas in the case of HD 192639 it is in emission.
Accordingly, the derived mass-loss rate for HD 193514 has half
the value of HD 192639.

HD 207198. The fit quality for this sample star is very good
(except for a small dilution effect in He  4471), so no further
comment is necessary.

HD 209975: The spectrum and line fit is very similar to
HD 207198 and also the parameters deduced lie close together.
Compared to HD 207198, this star has a slightly lower Teff

along with a 0.25 dex lower value for log g. Note that the dilu-
tion effect in He  4471 is considerably stronger.
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Fig. 3. “Wind lines” of the hotter supergiants in Fig. 1.

HD 210809. For this star, the synthetic Hγ and Hβ profiles are
slightly too strong in absorption, in contrast to all cases en-
countered so far.

He  4686 reveals a huge difference between theoretical
prediction and observation. The theoretical emission feature as
shown in Fig. 4 is similar to the one observed in HD 192639
(but not as prominent). In this temperature range, the line re-
acts strongly to small changes in temperature. Around a crit-
ical temperature of Teff= 30,000 K, He  4686 switches from
absorption to emission, i.e., at that temperature we would be
able to fit the line perfectly. Nevertheless, we have retained the
higher value (31,500 K) since this value gives a more consis-
tent fit concerning the remaining lines. This discrepancy which
points to some possible problems in our treatment of line-
blocking around 303 Å (or could be also related to wind vari-
ability) will be accounted for in our error analysis when dis-
cussing the error bars for Teff.

HD 18409. This star comprises a similar problem as found in
HD 203064 and ξ Per (see below): The photospheric value of
Vr sin i = 150 km s−1 has to be reduced to Vr sin i = 80 km s−1

in the case of Hα. Although this line is in absorption, we favor
a value of β = 0.85 which improves the fit quality of the wings
of Hα and He  4686 moderately.

Fig. 4. “Wind lines” of the cooler supergiants in Fig. 2.

HD 30614 (α Cam). The effects of line blocking on Teff are
rather weak, and in order to obtain a convincing fit we had
to decrease the helium abundance from YHe= 0.2 to YHe=

0.10. β turned out to be slightly larger than derived in Paper I
(1.15 compared to 1.10). Note that the value derived for Teff,
29,000 K, is identical to the value obtained via a UV-analysis
performed by Pauldrach et al. (2001, basic).

5.2. Giants

HD 15558. The line fits obtained are in good agreement with
the observations and especially the Balmer lines give a consis-
tent fit. Teff was reduced by ≈13% to 41,000 K, whereas the
other parameters remained more or less at their old values (ex-
cept for the rotational velocity which had to be adapted from
120 km s−1 to 150 km s−1).

The rather small discrepancy between theoretical predic-
tion and observation in the case of He  4686 can be removed
by increasing Ṁ from 5.6 ·10−6M�/yr to 6.5 ·10−6M�/yr.

HD 193682. As can be seen in Fig. 6, the red wings of Hα and
of He  4686 do not fit the observations perfectly, but constitute
the best compromise concerning the overall fit quality of the
spectrum.
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Fig. 5. Line fits of the giant sample with spectral types ranging from O5 to O9, ordered according to derived Teff .

The rotational speed Vr sin i was found to be 200 km s−1,
although with a value of 180 km s−1 an improved fit quality of
the Hα line could be achieved.

Compared to the values from Paper I (which relied on the
analysis by Herrero et al. 1992), the helium abundance, YHe,
needed to be drastically decreased, from 0.43 to 0.20. This
reduction (obtained by requiring a comparable fit quality for
all lines) is mainly a consequence of the reduction of Teff by
5,000 K and the inclusion of the additional He lines in our anal-
ysis as described above.

HD 190864. The re-analysis gives a consistent fit for the
Balmer lines and all He  and He  lines with exception of the
dilution effect observed in He  4471. Although Teff had to be
reduced by 4,000 K to 37,000 K, log g remained at its old value.
Again, the helium abundance needed to be decreased, in this
case from 0.2 to 0.15. A value of β = 0.8 was already sug-
gested in Paper I, and also the differences in the derived mass-
loss rates are negligible.

HD 203064 is an extremely rapid rotator with Vr sin i =
300 km s−1 which is clearly visible in the broadened line pro-
files as shown in Fig. 5. The theoretical predictions agree well
with the observations apart from the dilution effect in He  4471.

The star behaves prototypical for a number of giants (and
the supergiant HD 18409) with large values of Vr sin i: Whereas
Hγ and Hβ reveal a consistent fit, only the line cores of Hα and
He  4686 are in agreement with the observations. The wings
of both lines, however, are too narrow compared to the photo-
spheric rotational speed and would be much more consistent if
we used a lower value of 190 km s−1(cf. Paper I and Sect. 8).

HD 24912 (ξ Per). The fit quality is good, with the exception
of He  4471 which apart from the generalized dilution effect
also comprises a small error in rectification. Photospheric lines
display a projected rotational speed of Vr sin i = 220 km s−1,
while Hα indicates a much lower value, <∼100 km s−1 (for fur-
ther comments see Paper I).

HD 191423 together with HD 149757 are the fastest rotators
in the whole sample with a projected rotational speed of Vr sin i
= 400 km s−1. As for the previous two stars, the wings of Hα
are too narrow compared to Hγ and Hβ, corresponding to an
“effective” value of 300 km s −1.

Line blanketing leads to a reduction in Teff by 1,500 K, and
the mass-loss rate had to be increased by nearly a factor of two
(from Ṁ= 0.2 ·10−6M�/yr to Ṁ= 0.4 ·10−6M�/yr). Note that
the profile points to a disk like structure as discussed in Paper I.
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Fig. 6. “Wind lines” of the giants in Fig. 5.

The derived helium abundance is larger than the one ob-
tained by Villamariz et al. (2002, YHe= 0.14). In essence, this
difference is mainly due to the lower micro-turbulent velocity
adopted by us.

5.3. Dwarfs

HD 93128. The Hα line cores of all dwarfs in our sam-
ple, which are located in Carina (HD 93128, HD 93250 and
HD 303308), are contaminated by nebula emission which
makes the determination of Ṁ a somewhat difficult task. For
HD 93128, we derive a mass-loss rate of 2.65 ·10−6M�/yr
which is roughly a factor of two higher than the value obtained
in Paper I. This value is an upper limit (the lower one is given in
the next section) and has been used to calculate the final model.
Line-blanketing leads to a decrease in Teff from 52,000 K to
46,500 K without changing log g. With β = 0.85 we were able
to improve the fit of the wings of Hα, although this procedure
turned out to be rather difficult due to the contamination by
nebula emission.

HD 93250. The profiles are generally very similar to
HD 93128, although HD 93250 seems to be less affected by
line-blanketing effects. We had to reduce Teff to 46,000 K (from
the older value of 50,500 K), again with no changes in log g. Ṁ
is decreased by 1.4 ·10−6M�/yr to 3.5 ·10−6M�/yr, for a value

Fig. 7. “Wind lines” of the dwarfs in Fig. 8.

of β = 0.90 which resulted from a compromise between the fit
of the line core and the wings of both Hα and He  4686.

HD 303308. For this sample star we had to apply a rela-
tively large Teff-correction of 7,000 K (to 41,000 K) along
with a change in log g of 0.15 dex (to 3.90). Ṁ is slightly re-
duced, whereas the rotational speed had to be increased from
100 km s−1 to 120 km s−1. Interestingly, our model calcula-
tions display an under-abundance in helium, YHe= 0.075. The
star is a “very likely” binary with a separation of approximately
14 mas (Nelan et al. 2003, in prep.), implying that the results
might be somewhat artificial. However, from the rather good fit
quality of the profiles, the contamination brought about by the
companion seems to be negligible.

HD 15629. For this star, Teff needed to be decreased quite
drastically, from 47,000 K to 40,500 K with an appropriate ad-
justment of log g to 3.70. The mass-loss rate is moderate (Ṁ =
1.3 ·10−6M�/yr) but almost twice as high as deduced in Paper I.
The fit quality is generally good, and we confirm the helium de-
ficiency to be YHe= 0.08 as found in Paper I and by Herrero et
al. (2000).

HD 217086. For both the Balmer and the He  lines we obtain
a very good fit quality, but there are still small discrepancies
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Fig. 8. Line fits of the dwarf sample with spectral types ranging from O3 to O9, ordered according to derived Teff .

for He  6683 and He  6404 which constitutes a problem in
other sample stars as well. However, usually they occur only
in stars with low rotational speed. HD 217086 is a fast rotator
with Vr sin i = 350 km s−1 and exhibits very broad line profiles
as shown in Fig. 8 and Fig. 7. According to Paper I there is a
difference in the photospheric and the “effective” rotational ve-
locity of 85 km s−1 which could not be confirmed in our present
analysis. The upper limit for the mass-loss rate was found to be
0.23 ·10−6M�/yr for an adopted β = 0.80.

HD 13268. Although being a fast rotator with Vr sin i =
300 km s−1, the photospheric value, again, applies to the Hα
profile (in contrast to the findings from Paper I). For the mass-
loss rate only an upper limit of 0.26 ·10−6M�/yr can be given,
for an adopted value of β = 0.80. The enhanced helium abun-
dance YHe= 0.25, as given in Paper I, was retained giving the
best compromise especially in the case of He  4541 which is
still slightly too weak.

HD 149757 (ζ Oph), finally, is a very fast rotator (Vr sin i
= 400 km s−1), but also here the photospheric lines and Hα
display the same broadening, i.e., the discrepancy found in
Paper I could not be confirmed. We obtained a mass-loss rate
of 0.18 ·10−6M�/yr as an upper limit. This value was used
for our final model calculation and is considerably higher

than previously determined, where Ṁ was found to be ≈
0.03 ·10−6M�/yr. Moreover, the “old” helium abundance of
YHe= 0.19 could be slightly decreased to 0.17 giving a very
good fit quality as displayed in the corresponding figures.

6. Error Analysis

In the following section we will discuss the errors estimated
(and derived) for the parameters given in Table 1 which will be
needed for our further analysis.

6.1. Stellar parameters (cf. Table 4)

Effective temperatures. The formal errors in Teff, estimated
from the quality of the helium line fits, generally lie between
±1,000 K and ±1,500 K (Table 2 to 3, cf. also Herrero et al.
1992, 2002) with two exceptions: The upper temperature limit
for HD 93129A (neglecting its binary status) lies at 45,000 K,
in contrast to the temperature of our final, best-fitting model
at 42,500 K. Although somewhat artificial, we will not discard
this star from our analysis for the sake of completeness and as-
sume ∆Teff to be of the order of ±2,500 K. The second case
with larger error bars in Teff constitutes HD 210809 for which
we also adopt an error of ±2,500 K, due to the dilemma con-
cerning He  4686 (cf. Sect. 5). Since we found the critical tem-
perature, where this line switches from absorption to emission,



14 Repolust, Puls, Herrero: Stellar and wind parameters of Galactic O-stars

to be located at Teff=30,000 K (compared to Teff=31,500 K for
our final model), we added this additional uncertainty in our
model (i.e., 1,500 K) to the usual error of 1,000 K.

Gravities. The errors in the derived log g-values, ∆log g, were
consistently taken to be ±0.10 due to the rather good fit qual-
ity of the Balmer line wings. It has to be noted, however, that
these values are “only” effective values, contaminated by the
centrifugal forces present due to rotation. In order to obtain the
“true” gravities needed to calculate the masses, one has to ap-
ply a “centrifugal correction”. This has previously been done
by Herrero et al. (1992) and Vacca et al. (1996), who argued
that the centrifugal acceleration averaged over the stellar disk
can be approximated by the projected centrifugal velocity,

〈gcent〉 =
〈(Vrot sin θ)2〉

R?
≈

(Vrot sin i)2

R?
, (3)

where θ is the stellar co-latitude. However, in neither of these
publications this expression has been actually derived, and we
could not find such a derivation anywhere. Since such a deriva-
tion is inevitable, especially with respect to a thorough error
analysis, we decided to calculate the desired centrifugal cor-
rection from first principles. In Appendix A, we have outlined
the solution of the problem, and it turned out (neglecting any
distortion of the stellar radius) that Eq. 3 is correct, and that
the underlying errors (originating mostly from statistical argu-
ments) can be summarized by

∆〈gcent〉2

〈gcent〉2
≈

(∆R?
R?

)2
+

(∆ f
f

)2
, with (4)

∆ f
f
≈ 3

4
1

±
√

5 − 1
≈ +0.61
−0.23, (5)

assuming that the projected rotational velocities can be mea-
sured with high precision. Since

gtrue = g + 〈gcent〉,

the total error of the “true” gravity follows from

(∆ log gtrue)2 ≈
(g∆ log g)2 + (〈gcent〉∆ log〈gcent〉)2

g2
true

, (6)

with

∆ log〈gcent〉 = log
(

1 +
∆〈gcent〉
〈gcent〉

)

≈ ∆〈gcent〉
〈gcent〉

log e. (7)

Remarkably, the error in log gtrue is of the same order as the
adopted error for log g, i.e., 0.1 (and sometimes even smaller),
since the true gravity can become considerably larger than the
effective value due to the centrifugal correction, whereas the
error with respect to this correction remains rather low.

Helium abundance. The model calculations of both
HD 303308 and HD 15629 show an under-abundance in
helium of YHe= 0.075 and YHe= 0.08, respectively. Due to the
good fit quality of the He  and He  lines (see Figs. 8 and 7)
and the low values found for YHe, only small variations are
possible. We, therefore, estimate an error of not more than

∆YHe= +0.02/ − 0.01. In the case of HD 303308 the formal
under-abundance might be easily explained by its binarity,
i.e., by a possible contamination from the companion, but
in the case of HD 15629 the situation is different. For this
star we found the same value as determined by Herrero et al.
(1992), although we have used a completely different code and
accounted for line-blocking/blanketing. Since it would be very
difficult to justify such an under-abundance in physical terms,
we refrain from any explanation and will keep this star in mind
as an objective for further investigations.

For stars with “normal” helium abundance (i.e., Y He= 0.10),
the fit quality is good and suggests an error of ∆YHe= ±0.02.

For objects with slightly increased values in YHe(i.e., YHe=

0.12 to 0.15), we deduced an error in helium abundance of
∆YHe= ±0.03 which is consistent with the values given by
Herrero et al. (2002). The last “group” of stars are those for
which we found a definite over-abundance in helium, i.e., YHe=

0.20 to 0.25. The error estimate is the same as before, namely
∆YHe= ±0.03. Even for HD 13268 with the highest abundance
found throughout our analysis (YHe= 0.25), we estimate an er-
ror of the same order, since the fit quality is extremely good.

Radii. As is well known, one of the largest sources of error
concerning any derived parameter (mass, luminosity and mass-
loss rate, see below) for Galactic objects comprises the uncer-
tainty in the stellar radius due to uncertain distances or absolute
visual magnitudes Mv, respectively. For a thorough discussion
we refer the reader to Markova et al. (2003); in the present in-
vestigation we adopt a general uncertainty of ∆Mv= ± 0.3 as
a representative value for all our objects. Although the individ-
ual 1-σ values are different and smaller in most cases, we adopt
this value in view of the different sources from which our data
is derived. The only exceptions are ζ Pup and λ Cep, for which
larger uncertainties (±0.43 and ±0.5 mag) are adopted, as ex-
plained in Sect 4.

Since we calculate the stellar radius from both Mv and the-
oretical model fluxes (Eq. 1) and since H λ ≈ Bλ(Trad) ∝ Teff in
the V-band (Sect. 4), the corresponding error is given by

∆ log R? ≈ 0.2
√

(∆MV)2 + (2.5∆ log Teff)2 , (8)

∆ log Teff = log
(

1 +
∆Teff

Teff

)

.

With the above estimates for ∆Mv and ∆Teff , the error in the
stellar radius is dominated by the uncertainty in Mv and is of
the order of ∆ log R? ≈ ±0.06, i.e., roughly 15 %.

6.2. Wind parameters (cf. Table 2 and 3)

All terminal velocities, v∞, which have been taken from
Paper I, were found to be subjected to an uncertainty of ap-
proximately 10% as shown by Haser (1995). Here and in the
following, we will neglect this uncertainty with respect to its
influence on the derived mass-loss rate.

In order to address the errors in the wind-parameters Ṁ and
β (which are intimately coupled), we first have to consider the
fact that any line-fit to Hα does not allow to specify Ṁ itself,
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Table 2. Stars with Hα in emission: Errors in stellar and wind param-
eters given in Table 1. ∆Teff in kK, ∆β adopted as ±0.1, ∆log Q1 is the
error in Q-value due to uncertainties in Hα line fit, ∆log Q2 is the error
in Q-value arising from uncertainties in Teff and ∆log Qt is the total
error. All values have to be preceeded by a ±sign.

Star ∆Teff ∆log Q1 ∆log Q2 ∆log Qt

HD 93129A 2.5 0.02 .04 0.047
HD 66811 1.5 0.02 .03 0.035
HD 14947 1.5 0.02 .03 0.036
HD 210839 1.5 0.04 .03 0.051
HD 192639 1.5 0.03 .035 0.045
HD 210809 2.5 0.04 .065 0.075
HD 30614 1.0 0.04 .03 0.049

Table 3. Stars with Hα in absorption: Errors in stellar and wind pa-
rameters given in Table 1. Notation and units as in Table 2, except for
the adopted uncertainty in β and the corresponding uncertainty in Ṁ
(for stellar radii from Table 1, see text). The upper and lower limits of
Ṁ (in units of 10−6M�/yr) correspond to the lower and upper limits of
β, respectively. The listed errors in Teff and log Q2 (cf. Table 2) have
to be preceeded by a ±sign.

Star ∆Teff ∆β Ṁ−1 Ṁ+1 ∆log Q2 ∆log Qt

HD 93128 1.5 +0.15
−0.15 1.59 3.70 0.023 +0.15

−0.22

HD 93250 1.5 +0.10
−0.10 2.58 3.87 0.023 +0.05

−0.13

HD 303308 1.5 +0.20
−0.10 1.35 2.00 0.027 +0.09

−0.09

HD 15558 1.5 +0.20
−0.10 3.84 6.31 0.027 +0.06

−0.16

HD 193682 1.5 +0.20
−0.10 0.94 2.16 0.028 +0.10

−0.27

HD 15629 1.0 +0.20
−0.10 0.85 1.55 0.018 +0.08

−0.18

HD 190864 1.0 +0.20
−0.10 0.97 1.85 0.020 +0.13

−0.16

HD 193514 1.5 +0.20
−0.10 2.90 4.16 0.033 +0.08

−0.09

HD 24912 1.0 +0.20
−0.10 0.74 1.29 0.022 +0.08

−0.17

HD 203064 1.0 +0.20
−0.10 0.94 1.77 0.022 +0.10

−0.18

HD 217086 1.0 +0.20
−0.10 ≤0.05 ≤0.33 0.021 +0.17

−0.68

HD 13268 1.0 +0.20
−0.10 ≤0.12 ≤0.34 0.024 +0.13

−0.33

HD 207198 1.0 +0.20
−0.10 1.29 2.33 0.024 +0.12

−0.14

HD 209975 1.0 +0.20
−0.10 1.55 2.28 0.025 +0.04

−0.14

HD 18409 1.5 +0.15
−0.15 0.74 1.54 0.040 +0.18

−0.14

HD 191423 1.0 +0.20
−0.10 ≤0.28 ≤0.46 0.024 +0.06

−0.17

HD 149757 1.0 +0.20
−0.10 ≤0.04 ≤0.25 0.024 +0.14

−0.65

but only the quantity Q, as extensively discussed in Paper I,

Q =
Ṁ

R1.5
?

(9)

The logarithmic error of this quantity can be calculated from
the uncertainty in Ṁ at a given value for R∗, i.e.,

∆ log Q = log
(

1 +
∆Ṁ

Ṁ

)

R?=const (10)

Remember that any change of R∗ leads to an identical fit if Ṁ
is adapted in such a way that Q remains constant.4

Thus, before we calculate the total error in mass-loss rate
which depends on both the error in Q and in R∗ via

∆ log Ṁ =

√

(∆ log Q)2 + (
3
2
∆ log R?)2, (11)

4 Except for objects which lie close to the Eddington-limit, where
the actual value of R∗ has a direct impact on the photospheric structure.

we have to consider the errors in Q alone. For this purpose, we
distinguish between two cases:

• Stars with Hα in emission (cf. Table 2). Ṁ and β are
fit parameters and determined from the Hα profile itself
(for specified R∗). The influence of β on the profile shape
(specifically on the central emission peak and also on the
part where the wings start to form) is so large that it can be
determined in parallel with the mass-loss rate. In this case,
we adopt ∆β = ±0.1; the corresponding error in the mass-
loss rate, which directly translates into the corresponding
error in the Q-value, ∆log Q1, has been estimated from the
requirement that within these errors the fit quality of Hα
should remain reasonable. Note, however, that the uncer-
tainty in mass-loss rate (Q-value) depends also on the er-
ror in effective temperature, ∆Teff , because of the accom-
panying change in the ionization/excitation equilibrium of
hydrogen. The corresponding error, ∆log Q2, has been esti-
mated using Eqns. (48, 49) in Paper I which covers this ef-
fect.5 The total error arising from both effects (line-fit and
∆Teff), ∆log Qt, follows from the usual error propagation
assuming both error sources to be independent. From the
results presented in Table 2, the typical (total) error in log Q
(which would also be the total error in log Ṁ if the radius
were known to high precision) is of the order of 0.05 dex,
i.e., 12%. Only for HD 210809, the error is of the order of
20% mainly because of the larger uncertainty in Teff(see
above).
• Stars with Hα in absorption (cf. Table 3). For stars with ab-

sorption profiles a different approach has to be applied since
β can no longer be derived from the profile shape (with ex-
ception of a few cases which we have commented on in the
previous section). Instead, it has to be adopted from theo-
retical considerations, and we used β = 0.8 as discussed in
Sect. 4. Note that the derived mass-loss rate (actually the
derived Q-value) is valid only for this specific value and
that the dependence of Q on β is much stronger for ab-
sorption than for emission type profiles (cf. Fig. 15 in pa-
per I). Thus, in order to obtain reliable error estimates for
Q, we varied β within reasonable limits and deduced, for
a specified value of R∗, the corresponding upper and lower
boundaries of the mass-loss rate from the fit to the observed
profiles.
Generally, Ṁ will become smaller if β is increased and vice
versa. In particular, we have varied β typically by (+0.2/-
0.1) to obtain i) a conservative lower limit for Ṁ and ii)
to exclude β values below 0.7 (which are difficult to jus-
tify theoretically). Only in those case where we were able
to constrain β due to additional arguments (cf. Sect. 5), the
“allowed range” of β could be (moderately) reduced. The
specific values chosen for βmin and βmax as well as the er-
rors in Ṁ estimated in such a way are listed in Table 3.
Together with the small influence of ∆T eff, we obtain typi-
cal uncertainties in ∆log Qt between 0.1 to 0.2 dex, i.e., of
the order of 25. . . 60%, which indicates the lower quan-

5 In order to account for the effects of line-blanketing incorporated
in the present work, we have used Trad ≈ 0.9 Teff , cf. Sect. 7.2
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Table 4. Parameters and corresponding errors for our sample stars. For errors in Teff and log Q, see Table 2, 3. All quantities are given in the
same units as in Table 1. Dmom denotes the modified wind-momentum rate (Eq. 14) and is given in cgs-units. Note that all values quoted for
HD 93129A and HD 303308 may (strongly) suffer from a possible contamination by a companion. Only the values for Teff , log g, YHe and Q
(which are more or less independent of V) might be considered to be of correct order of magnitude.

Star log gtrue ∆ log gtrue R∗ ∆R∗ YHe ∆YHe log L ∆ log L M∗ ∆M∗ log Ṁ ∆ log Ṁ log Dmom ∆ log Dm

HD93129A 3.71 +0.10
−0.10 22.5 +3.4

−3.0 0.10 ±0.02 6.17 +0.16
−0.16 94.8 +41.3

−28.8 -4.58 +0.10
−0.10 30.40 +0.14

−0.14

HD93128 4.01 +0.10
−0.10 10.4 +1.5

−1.3 0.10 ±0.02 5.66 +0.13
−0.13 39.8 +17.2

−12.0 -5.58 +0.17
−0.24 29.22 +0.19

−0.26

HD93250 3.96 +0.10
−0.10 15.9 +2.4

−2.1 0.10 ±0.02 6.01 +0.13
−0.13 83.3 +36.0

−25.1 -5.46 +0.11
−0.16 29.45 +0.14

−0.18

HD66811 3.59 +0.09
−0.09 19.4 +4.3

−3.5 0.20 ±0.03 5.90 +0.18
−0.19 53.9 +30.8

−19.5 -5.06 +0.13
−0.13 29.74 +0.18

−0.18

HD303308 3.91 +0.10
−0.10 11.5 +1.7

−1.5 0.075 +0.02
−0.01 5.53 +0.14

−0.14 39.0 +16.8
−11.7 -5.79 +0.13

−0.13 29.03 +0.16
−0.16

HD14947 3.48 +0.10
−0.09 16.8 +2.5

−2.2 0.20 ±0.03 5.70 +0.14
−0.14 30.7 +13.1

−9.2 -5.07 +0.10
−0.10 29.71 +0.13

−0.13

HD15558 3.81 +0.10
−0.10 18.2 +2.7

−2.4 0.10 ±0.02 5.93 +0.14
−0.14 78.7 +33.8

−23.7 -5.25 +0.11
−0.19 29.62 +0.14

−0.21

HD193682 3.65 +0.09
−0.09 13.1 +2.0

−1.7 0.20 ±0.02 5.60 +0.14
−0.14 27.9 +11.7

−8.2 -5.76 +0.14
−0.28 29.04 +0.16

−0.30

HD15629 3.71 +0.10
−0.10 12.8 +1.9

−1.7 0.08 +0.02
−0.01 5.60 +0.13

−0.13 30.4 +13.1
−9.1 -5.89 +0.12

−0.20 28.96 +0.15
−0.22

HD210839 3.58 +0.09
−0.09 21.1 +5.5

−4.4 0.10 ±0.02 5.83 +0.21
−0.21 62.2 +41.5

−24.9 -5.16 +0.16
−0.16 29.65 +0.21

−0.21

HD190864 3.57 +0.10
−0.10 12.3 +1.8

−1.6 0.15 ±0.03 5.41 +0.13
−0.13 20.3 +8.7

−6.1 -5.86 +0.16
−0.18 28.88 +0.18

−0.20

HD192639 3.47 +0.10
−0.10 18.7 +2.8

−2.4 0.20 ±0.03 5.68 +0.14
−0.14 37.5 +16.1

−11.2 -5.20 +0.10
−0.10 29.57 +0.14

−0.14

HD193514 3.32 +0.10
−0.10 19.3 +2.9

−2.5 0.10 ±0.02 5.68 +0.14
−0.14 28.2 +12.1

−8.5 -5.46 +0.12
−0.13 29.33 +0.15

−0.16

HD24912 3.56 +0.09
−0.09 14.0 +2.1

−1.8 0.15 ±0.03 5.42 +0.13
−0.13 26.1 +10.9

−7.6 -5.97 +0.12
−0.19 28.80 +0.15

−0.21

HD203064 3.60 +0.09
−0.08 15.7 +2.3

−2.0 0.10 ±0.02 5.50 +0.13
−0.13 35.9 +14.9

−10.3 -5.85 +0.13
−0.20 28.95 +0.16

−0.22

HD217086 3.72 +0.10
−0.08 8.6 +1.3

−1.1 0.15 ±0.03 5.05 +0.13
−0.13 14.2 +6.3

−4.0 ≤ -6.64 +0.19
−0.68 ≤28.03 +0.21

−0.69

HD13268 3.48 +0.11
−0.08 10.3 +1.5

−1.3 0.25 ±0.03 5.05 +0.13
−0.13 11.7 +5.2

−3.3 ≤ -6.59 +0.16
−0.34 ≤28.05 +0.18

−0.36

HD210809 3.12 +0.10
−0.10 21.2 +3.3

−2.8 0.14 ±0.03 5.60 +0.18
−0.19 21.7 +9.4

−6.6 -5.28 +0.12
−0.12 29.51 +0.15

−0.15

HD207198 3.46 +0.10
−0.10 16.6 +2.5

−2.2 0.12 ±0.03 5.47 +0.13
−0.13 29.0 +12.5

−8.7 -5.75 +0.15
−0.17 28.99 +0.17

−0.19

HD30614 2.99 +0.10
−0.10 32.5 +4.8

−4.2 0.10 ±0.02 5.83 +0.13
−0.14 37.6 +16.1

−11.2 -5.22 +0.10
−0.10 29.53 +0.14

−0.14

HD209975 3.22 +0.10
−0.10 22.9 +3.4

−3.0 0.10 ±0.02 5.69 +0.13
−0.13 31.4 +13.4

−9.4 -5.67 +0.10
−0.17 29.12 +0.13

−0.19

HD18409 3.04 +0.09
−0.09 16.3 +2.5

−2.1 0.14 ±0.03 5.29 +0.15
−0.15 10.6 +4.4

−3.1 -5.99 +0.20
−0.17 28.66 +0.22

−0.19

HD191423 3.60 +0.11
−0.08 12.9 +1.9

−1.7 0.20 ±0.03 5.23 +0.13
−0.13 24.6 +11.2

−7.0 ≤ -6.39 +0.11
−0.19 ≤28.03 +0.14

−0.22

HD149757 3.85 +0.10
−0.08 8.9 +1.3

−1.1 0.17 ±0.03 4.87 +0.13
−0.13 20.2 +8.8

−5.7 ≤ -6.75 +0.17
−0.66 ≤27.72 +0.19

−0.66

tity of the derived mass-loss rates if Hα is in absorption (cf.
Paper I and Kudritzki & Puls 2000).
For stars with extremely low mass-loss rates, where only an
upper limit of Ṁ could be deduced (HD 217086, HD 13268,
HD 191423 and HD 149757), the same procedure has been
applied, such that the derived limiting values, Ṁ+ and Ṁ−,
are also only upper limits. Note the extreme uncertainty in
Ṁ for HD 217086 and HD 149757.

6.3. Derived Quantities (cf. Table 4)

So far, we have considered the errors for the quantities which
can actually be “measured” from a spectroscopic analysis, i.e.,
Teff, log geff, YHe, Q and, to a lesser extent, log gtrue, β, and R∗.
In the following, we briefly summarize the errors in the derived
quantities which are needed for our further interpretation in or-
der to assess the achieved accuracy. All values are presented in
Table 4.

At first, the error in luminosity is given by

∆ log L ≈
√

(4∆ log Teff)2 + (2∆ log R?)2 (12)

and results in ∆ log L ≈ ±0.14, i.e., the influence of the error in
R∗ is somewhat larger than that in Teff. The error in mass,

∆ log M ≈
√

(∆ log gtrue)2 + (2∆ log R?)2 (13)

is rather large and suffers, again, from the uncertainty in radius.
The error in Ṁ is found from the errors in log Q and in log R?
(Eq. 11). Finally, the modified wind-momentum rate, Dmom, is
given by

Dmom = Ṁv∞
(R?
R�

)0.5
= Qv∞

(R?
R�

)2
, (14)

where the corresponding error has to be calculated from the
second equality, since Q (and not Ṁ) is the actual fit quantity.
The typical errors in log Dmom are of the same order as the er-
rors in log L which will result in a more or less quadratic error
box when plotting the wind-momentum luminosity relation.

7. Discussion

7.1. The effective temperature scale for Galactic
O-stars

Our analysis was carried out using a large sample of spectral
subtypes ranging from O2 to O9.5 enabling us to obtain a tem-
perature scale for O supergiants, giants, and dwarfs. Fig. 9
displays our current calibration of Teff vs. spectral type for
Galactic O-type stars. From this plot, we conclude that the in-
fluence of line-blanketing redefines this temperature scale sig-
nificantly. Supergiants of spectral type O2 to O9.5 are now lo-
cated between roughly 43,000 K and 30,000 K (if we assume
that the effective temperature of HD 93129A is not too wrong),
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Fig. 9. Teff vs. spectral type for Galactic O-stars (line-blanketed mod-
els, this analysis), compared to similar investigations and results from
unblanketed models. The dashed lines denote the results obtained by
Vacca et al. (1996, plane-parallel, unblanketed models), where the up-
per and lower relation correspond to dwarfs and supergiants, respec-
tively. The results obtained by Martins et al. (2002) are displayed by
the bold line and corresponds to dwarfs (using +). The dot-
ted line corresponds to extreme supergiants in the Magellanic Clouds
(as derived by Crowther et al. 2002 using ). The rectangles at
O2 and O4 correspond to HD 93129A and HD 303308, respectively
(both stars are binary systems; see Nelan et al. 2003), whereas the ar-
row indicates upper and lower limits of Teff for HD 93129A. Circles
enclose extremely fast rotators with Vr sin i ≥ 300 km s−1.

whereas dwarfs of spectral type O3 to O9 are located between
47,000 K and 32,000 K.

Our results indicate a somewhat larger influence of line-
blocking on the effective temperature of dwarfs than found by
Martins et al. (2002) in a comparable investigation utilizing
model grids. Typically, our temperatures are lower by 1,000 to
2,000 K. One has to note, however, that a significant number of
our objects are fast rotators, which might be affected by grav-
ity darkening (e.g., Cranmer & Owocki 1995; Petrenz & Puls
1996) and hence appear cooler than their non-rotating counter-
parts.

Moving from dwarfs to supergiants (the temperatures of
giants lie in between), we can see that our temperature scale
is somewhat hotter than the scale derived by Crowther et al.
(2002, line-blanketed models using ). The differences
are marginal at spectral type O4 but increase towards later
types, where the discrepancy is of the order of 4,000 K. It
should be mentioned though that the accomplished analysis
and results obtained by Crowther et al. (2002) comprised ex-
treme Magellanic Clouds objects, whereas in our sample such
extreme objects are rare. Thus, it can be speculated that the
derived effective temperatures are lower just because of the ex-
treme wind-density of the objects analyzed (see below). Note
also that the lower entry at O4 corresponds to ζ Pup. For this
star (which has a much more typical wind-density), the results
of both analyses (ours and the one performed by Crowther et
al.) agree perfectly, with a derived value for Teff=39,000 K.

Compared to the latest Teff-spectral type calibrations published
by Vacca et al. (1996), which is based on plane-parallel, pure
H/He model atmospheres, the differences are of the order of
4,000 K to 8,000 K at earliest spectral types and become minor
around B0, as also shown in Fig. 9. In the following, we will
discuss the origin of these differences in considerable detail.

7.2. Why lower Teff with blanketed models?

As mentioned above, the inclusion of line-blanketing effects re-
duces the effective temperature scale significantly, when com-
pared to the results from pure H/He models without winds (and,
to a lesser extent, when compared to the results from pure H/He
models with winds, cf. Herrero et al. 2002). As we will see in
the next section, the gravities become smaller as well, at least
in the typical case. On the other hand, the values for R∗ and
Ṁ remain roughly at their “old” values, so that we can antic-
ipate a significantly modified wind-momentum luminosity re-
lation, due to the decrease in luminosity. Thus, we find severe
effects concerning all problems related to Teff as function of
spectral type (and luminosity class, due to the additional im-
pact of mass-loss), and in the following we will investigate the
question why the stars “become cooler” in more detail.

A simple answer to this question has been given in a variety of
publications dealing with line-blocking/blanketing (cf. Sect. 1),
and we will briefly summarize the major aspects.

Due to the presence of the multitude of metal-lines in the
EUV, the flux is depressed (“blocked”) in this regime, com-
pared to a metal-line-free model. Since the total flux, however,
has to be conserved the flux blocked by the lines will emerge
at other frequencies. This is the case in regions where only a
few lines are present, i.e., at longer wavelengths, resulting in
an increase of the optical flux.

This can readily be seen in Figs. 10 and 11, where we
compare the results from a prototypical example (our current
model of HD 15629 (O5V((f)), Teff=40,500 K, log g=3.7, here-
after “model 1”) with those from a pure H/He model (with
negligible wind) at the same effective temperature and gravity
(“model 2”). Note in particular that the radiation temperature
in the V-band (and close to Hα) is given by Trad ≈ 0.9 Teff

6,
compared to the values of 0.75 . . . 0.8 Teff for pure H/He mod-
els (Paper I). Thus, the ratio of the emergent fluxes longwards
and shortwards from the flux maximum increases due to line-
blocking/blanketing.

The process responsible for achieving this flux increase at
longer wavelengths is line-blanketing. Due to the blanket of
metal-lines above the continuum-forming layer, a significant
fraction of photons is scattered back (or emitted in the back-
wards direction), such that the number density of photons (∝
mean intensity Jν) below this blanket is larger compared to
the line-free case. These photons are (partially) thermalized,
and the (electron-) temperature (around 10−2 <∼ τRoss <∼ 2) in-
creases. Since the emergent flux is proportional to the source-
function at τν = 2/3 (Eddington-Barbier), and since the NLTE-
departure coefficients for the excited levels of hydrogen are

6 This result roughly holds for all spectral types considered here.
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Fig. 10. Emergent Eddington flux Hν as function of wavelength. Solid
line: Current model of HD 15629 (O5V((f)) with parameters from
Table 1 (Teff=40,500 K, log g=3.7, “model 1”). Dotted: Pure H/He
model without line-blocking/blanketing and negligible wind, at same
Teff and log g (“model 2”). Dashed: Pure H/He model, but with
Teff=45,000 K and log g=3.9 (“model 3”).

Fig. 11. As Fig. 10, but for corresponding radiation temperatures Trad.
The radiation temperature of the blanketed model 1 (solid lines) in the
V-band and close to Hα is roughly 0.9 Teff .

close to unity for hot stars (note that the optical continuum is
dominated by hydrogen bf-processes), an increase in tempera-
ture directly translates into an increase of the optical flux.

Thus, if we determined effective temperatures from opti-
cal continuum fluxes (concerning the failure of such a method,
see Hummer et al. 1988), the reduction of Teff would be easily
explained:

Line-blanketed models have optical fluxes similar to those from
unblanketed models at higher Teff.

Although the actual analysis of Teff for hot stars depends on
the helium ionization equilibrium (see below), the above find-
ing allows us to understand why the derived stellar radii re-
main almost unaltered: Since we “measure” these radii from
a comparison of Mv (which of course is independent of the
model) with theoretical model fluxes in the V-band (cf. Eq. 1),

Fig. 12. Ionization fractions of He for the different models from
Fig. 10, as function of τRoss . From top to bottom: He  (blanketed
model only), He  and He , respectively. Note that the fractions for
our current blanketed model (solid) coincide with the fractions for the
hotter, unblanketed one (dashed).

where the latter depend almost linearly on the corresponding
Trad (Rayleigh-Jeans regime), the ratio between “old” and new
radii can be approximated by

Rnew
?

Rold
?

≈
0.9 T new

eff

0.8 T old
eff

and is close to unity in any case, since T new
eff < T old

eff .

A closer inspection. As just pointed out, the actual determina-
tion of Teff for hot stars exploits the sensitivity of the He /He 
ionization equilibrium on temperature. Figure 12 shows the
corresponding ionization fractions for model 1 and 2 (com-
pare with Fig. 3 in Herrero et al. 2002), as well as the results
for a hotter, pure H/He model (again with negligible wind) at
Teff=45,000 K and log g=3.9 (dashed curve, “model 3”). In the
formation region of photospheric lines (τRoss <∼ 5 · 10−2, onset
of wind at lower values), the ionization fractions of both He 
and He  are similar for model 1 and 3; in contrast, model 2
produces significantly more He  and He :

Line-blanketed models of hot stars have photospheric He ion-
ization fractions similar to those from unblanketed models at
higher Teff (and higher log g, see below).

The final question then is: What determines the displayed
behaviour of the ionization fractions? If we concentrated on
Fig 11, this behaviour would remain unclear. In model 1, the
emergent flux shortwards of the He -Lyman-edge is lowest.
In so far, we would erroneously conclude that this model has
the highest population of He  (at least, regarding the ground-
state), in contrast to what is displayed in Fig. 12.7 We have

7 The reason that model 1 has the lowest emergent flux is given
by the fact that for this model the He  continuum becomes optically
thick already in the wind, since the He  population is larger there,
compared to the other models.
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Fig. 13. As Fig. 11, but with radiation temperatures calculated from
mean intensity Jν at τRoss = 2/3. Note the difference in the He  Lyman
continuum (λ < 229 Å). Whereas the Lyman-flux is lowest for the
blanketed model (Fig. 11), the corresponding mean intensities lie in
between the results of both unblanketed H/He models.

to remember, however, that the ionization equilibrium is con-
trolled by the balance between ionization (dependent on the lo-
cal photon-density) and recombination (dependent on the local
electron temperature and density).

Thus, in order to understand the run of ionization, we have
to consider the mean intensity, plotted in Fig. 13 as correspond-
ing radiation temperature (Jν := Bν(Trad(ν)) for a depth of
τRoss = 2/3. Most important and in contrast to Fig. 11 (emer-
gent flux) is the fact that the mean intensities shortwards of the
He  Lyman edge are now ordered in the following sequence
(from lowest to highest values): model 2, 1 and 3, i.e., the re-
sults for the blanketed model lie in between the results of the
unblanketed ones. This is true not only for τRoss = 2/3, but
also for the complete photosphere, and it is also true for the
run of the electron temperature, lying in between the tempera-
ture stratifications for model 2 and 3 due to the effects of line-
blanketing as discussed above.

It is well known that the ionization balance (or more cor-
rectly, the ratio between the ground state occupation numbers
of ion k and ion k + 1) can be approximated by (e.g., Abbott &
Lucy 1985; Puls et al. 2000)

n1,k

n1,k+1
= ne

√

Trad

Te

( n1,k

n1,k+1ne

)∗

Trad

with ne being the actual electron-density and Trad being the ra-
diation temperature at the ionization edge. The bracket denotes
the corresponding LTE-value evaluated at T rad

8. Without those
constants which are identical for a specific ion, we have

n1(He II)
n(He III)

∝ ne

Trad(229Å)
√

Te

exp
( 1.4388 · 108

229 · Trad(229Å)

)

(15)

n1(He I)
n(He III)

∝
ne

Trad(504Å)
√

Te
exp

( 1.4388 · 108

504 · Trad(504Å)

) n1(He II)
n(He III)

8 Actually, this expression needs to be modified by a factor contain-
ing certain branching ratios with respect to ordinary and metastable
levels, which in the following is of no concern.

Fig. 14. As Fig. 12, but for ionization ratios He /He  (upper panel)
and He /He  (lower panel). Both panels show the actual ratios for all
three models as well as the ratios as approximated by Eq. 15, using
mean intensities at the ionization edge. The offset between all four
arrays of curves is arbitrary. Obviously, the approximation is a good
representation for the actual situation (see text.)

Using these approximations, we have convinced ourselves in
Fig. 14 that the similarity of the He ionization equilibrium for
model 1 and 3 as well as the larger population of He  and He 
for model 2 can be explained by three facts:

i) the run of the electron temperatures, where the values for
the blanketed model lie in between the ones for the unblan-
keted models (back-warming);

ii) the run of the radiation temperatures, which are rather sim-
ilar to Te (continua optically thick in the photosphere!), al-
though somewhat higher 9.

iii) the higher electron density ne for model 3, because of the
higher gravity in this case (log g=3.9 vs. log g=3.7). If
we had compared models with identical gravities, model 3
would have yielded the highest ionization degree, which is
just compensated because of the increased recombination
due to the higher electron density.

In summary, the He ionization equilibrium of our blanketed
model 1 and the hotter, unblanketed model 3 are similar be-
cause of backwarming (increasing Te and, thus, Trad at the
edges in model 1) and because of the higher gravity in model 3
(increasing the photospheric recombination).

Fig. 15 finally displays the corresponding profiles for He 
4471. Obviously, the results for model 1 and 3 are indistin-
guishable, whereas model 2 produces a much stronger profile.
Thus, a spectroscopic analysis of hot stars, based on the He
ionization equilibrium and performed by means of blanketed
models, will usually result in parameters at lower Teff and lower
log g, compared to an analysis utilizing pure H/He models.

The parameters derived from He , of course, have to con-
sistently produce the other (optical) lines from hydrogen and

9 Because of the usual effect that for ground states and close to the
surface, Jν > Bν(T ), and the additional increase of Jν due to back-
scattered photons from above in case of the blanketed model 1
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Fig. 15. He  4471 line (Vr sin i=90 km s−1) for all three models from
Fig 10. Whereas the profiles model 1 and model 3 coincide, model 2
produces a much stronger line (see also Fig. 12). The dashed-dotted
profile results from a model similar to our current blanketed one, but
with negligible mass-loss. Obviously, the presence or absence of a
weak wind (model 1 has a mass-loss rate of 1.3 ·10−6M�/yr) has no
effect on the temperature analysis. The weakest profile shows the in-
fluence of a strong wind: the underlying model again is similar to
model 1, but with a mass-loss rate of 7.5 ·10−6M�/yr.

He . Since for hotter stars the He  lines λλ 4200, 4541 are
preferentially fed by recombination from He  (which remains
the dominant ion with and without blocking), they remain al-
most unaffected by temperature variations and react mainly
(but weakly) on gravity (cf. the corresponding sequence of He 
lines in Fig. 8). On the other hand, the hydrogen Balmer lines
remain fairly unaltered if temperature and gravity are changed
in parallel, which needs to be done in any case if He  is to be
preserved.

It is hence possible to obtain line-fits of almost equal qual-
ity from blanketed and unblanketed models, if the former have
lower Teff and log g than the latter. For physical reasons we pre-
fer the former, implying that we have to accept a re-calibration
of stellar parameters as a function of spectral type.

In the following we will see that there is also another pos-
sibility: If the hydrogen lines “forbid” a decrease in gravity, we
might be able to obtain a fit at lower Teff and equal log g, but
with a reduced helium abundance. This reduction then com-
pensates for the increase of the He  fraction, which otherwise
could be obtained only by a decrease in log g. The He  lines
must allow for such a reduction, which is possible in certain
domains of the (Teff, log g)-plane.

From these results it becomes also clear why the Teff cor-
rection for supergiants is larger than for dwarfs. Supergiants
have a stronger wind due to a larger luminosity. At first glance,
one might speculate that the major effect is an increased back-
warming effect due to an increased wind-albedo (cf. Hummer
1982; Voels et al. 1989): the “blanket” becomes denser because
of the increase in line opacity and the velocity shift in the wind.
However, in most cases this effect is minor compared to the in-
fluence of the wind itself. In a dense wind, the line cores are
formed in the wind, and particularly He  is significantly filled

Fig. 16. True gravity log gtrue vs. Teff for Galactic O-stars (this work)
compared to the results from Paper I (unblanketed models, gravity cor-
rected for wind effects and centrifugal forces). A shift towards lower
temperatures can be observed for all stars in our sample, as indicated
by the displacement vectors in the Teff-log g plane; 14 out of 24 stars
had to be shifted towards lower log g, 8 objects preserved their “old”
value and for two objects we had to increase the gravity (see text).

in by wind emission (Fig. 15). Thus, a larger correction to even
lower Teff is required to match the observations, compared to
an analysis based on wind-free models.

One last comment: Not only Teff and Ṁ have an influence
on the effect of line-blocking, but also log g, particularly for
dwarfs. Since with increasing log g the photospheric density
increases, the recombination rates of the metal-ions become en-
hanced, which results in a higher population of the lower ion-
ization states. Less ionized metals have a more complex level
structure whose more numerous lines then enhance the block-
ing and blanketing effect.

7.3. The Teff vs. log g diagram

Figs. 16 and 17 show the spectroscopist’s view of the Hertz-
sprung-Russel diagram, namely log g vs. Teff, which is inde-
pendent of any uncertainty in the distance. Compared to the
results from Paper I, a shift towards lower temperatures can
be observed for all stars in our sample as indicated by the dis-
placement vectors, which is in agreement with the results from
above. As shown, we would also expect a (moderate) reduction
of log g10, which is found for only 14 out of 24 sample stars.
For eight stars, the gravities remain unaltered, and for two stars,
HD 24912 and HD 207198 (luminosity class III and I, respec-
tively), we actually had to increase log g in order to obtain a
convincing fit.

If we consider those objects in more detail where the grav-
ity remained at its old value (or had to be increased), it turns
out that for 9 of the 12 objects we derived a lower helium
abundance than found by Herrero et al. (1992). These cases,

10 Note that the values of log g from Paper I include an approximate
correction for wind-effects.
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lc I  : log g = 1.53 +  0.054*Teff
lc III: log g = 2.735+  0.024*Teff
lc V  : log g = 3.55 + 0.0084*Teff

Fig. 17. True gravity log gtrue vs. Teff for Galactic O-stars (this work)
compared to the calibrations provided by Markova et al. (2003), eval-
uated in the Teff-log g plane. Although almost all results agree within
the typical error bars ∆Teff ≈ ± 1,500 K and ∆ log g ≈ ±0.1, the
“outliers” HD 217086 (O7Vn, fast rotator) and HD 15629 (O5V((f)))
might indicate a steeper relation for dwarfs, as indicated by the long-
dashed line, log g = 3.32 + 0.013 · Teff , Teffin kK (see text).

thus, comprise the alternative stated above: Instead of a reduced
gravity, which in these cases is “forbidden” from the hydro-
gen Balmer lines, we obtained a reduced helium abundance.
Therefore, the well-known helium discrepancy has consider-
ably been reduced by our analysis using blanketed models (see
also Herrero et al. 2002).

Fig. 17 again displays our new log g vs. Teff diagram for
Galactic O-stars, but now we compare the results to a recent
calibration implicitly provided by Markova et al. (2003), who
have partly used the results described in the present paper.
In particular, the plot serves as a consistency check, because
Markova et al. derived two independent calibrations, Teff vs.
spectral type and log gtrue vs. spectral type. Since their calibra-
tions are based on a linear model (with all its caveats, partic-
ularly for extreme supergiants), it is possible to combine both
and to derive a calibration for log g vs. Teff. This is what we
have done in Fig. 17, where also the corresponding coefficients
have been tabulated as a function of luminosity class.

In the case of class I and III objects, also this new combi-
nation agrees with our results: almost all objects are within the
typical error bars ∆Teff ≈ ± 1,500 K and ∆ log g ≈ ±0.1, even
if we include the “problematic” object HD 207198 mentioned
above (this object, however, together with λ Cep, does lie above
the general trend).

It should be noted that some of the stars studied have delib-
erately been excluded from the analysis performed by Markova
et al. (2003). Not only were the two binaries HD 93129A
and HD 303308 discarded but also the fast rotators (e.g.,
HD 217086 and HD 13268).

Nevertheless, the quality of the comparison performed is
rather good with exception of the class V objects. For this lu-
minosity class, Markova et al. have included the results ob-

Fig. 18. The HR diagram for our sample. Filled symbols indicate stars
with He abundances higher than YHe= 0.17 and open squares mark the
rapid rotators with Vr sin i higher than 200 km s−1. Evolutionary tracks
for non-rotating stars are taken from Schaller et al. (1992).

tained by Martins et al. (2002) into their calibrations. These
results are based on an analysis of model-grids and on a dif-
ferent code (), which might lead to a certain inconsis-
tency. The comparison of our results with the calibration now
indicates a steeper relation, if we do not exclude the “outliers”
HD 217086 and HD 15629 (both with log g ≈ 3.7). For both
stars, the fit quality is very good, making an error in the spec-
troscopically derived log g very unlikely). To account for this
problem. we have added an alternative regression based on our
results only (along with the corresponding coefficients), de-
noted by the long-dashed line in Fig. 17.

If we assume, on the other hand, that the regression by
Markova et al. were correct, the mismatch could be explained
by means of an under-estimate of the true gravity, at least for
HD 15629 (Vr sin i= 90 km s−1) in case it were a fast rotator
seen pole-on (Eq. 5). For HD 217086, however, this possibility
can most probably be excluded, since it is a fast rotator with
only a small error in the centrifugal correction.

In conclusion, the log g vs. Teff calibration for l.c.V objects
remains somewhat uncertain, whereas for l.c.I/III stars no ob-
vious problems are visible.

7.4. Is there still a mass discrepancy?

Fig. 18 shows the position of our objects in the HR Diagram,
where different symbols have been used to mark objects with
large He abundances or rotational velocities.

A comparison with the data from Paper I using the same
absolute magnitudes (which would slightly modify the entries
in Fig. 18) reveals two major differences which are explained
by the new, lower temperatures and subsequently by the lower
luminosities (remember that the radii are very similar).

First, lower masses are derived for the most massive stars,
even if we include the binary components in Carina. In Paper I,
progenitor masses in excess of 120 M� and actual masses in
excess of 100 M� were derived for the most massive stars,
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Fig. 19. Evolutionary vs. spectroscopic masses obtained in Paper I
(open squares) and in the present work (filled circles), using the same
absolute magnitudes (→ Rold).

Fig. 20. Spectroscopic and evolutionary masses for our sample stars
with data from Table 1 and errors as discussed in Sect. 6. The binary
components HD 93129A and HD 303308 have been discarded from
the plot. Open squares denote rapid rotators with Vr sin i > 200 km s−1,
as in Fig. 18

whereas in our present work all stars have progenitor masses
and actual masses below 100 M�.

Second, all of our stars are clearly separated from the
ZAMS except HD 93128, although we have another five stars
classified as dwarfs. This offset in effective temperature cannot
be explained by distance uncertainties, unless they have been
seriously overestimated (which would then pose a problem for
HD 93128). A similar effect has been found in the data set an-
alyzed by Herrero et al. (1992), although they have used dif-
ferent evolutionary models and there were no sample stars as
young as HD 93128. Investigating the evolutionary tracks, this
star would have an age of only 0.15 Myr (see also Penny et
al. 1993) which is much less than the age of the next youngest
star, HD 93250 with an age of 1.3 Myr. Although the uncer-
tainties in the derived ages are very large, this finding is consis-
tent with the fact that both stars have very similar spectra and

parameters (Teff and log g), but almost one and a half magni-
tudes difference in brightness. It is also consistent with the fact
that HD 93128 is a member of Trumpler 14, which has been ar-
gued to be significantly younger than Tr 16 to which HD 93250
belongs (see Walborn 1982a, 1995). (Aside: we would like to
point out that also HD 93250 might be a binary (cf. Walborn
1982b, but also Walborn et al. 2002) which would additionally
explain the rather low wind-momentum rate of this star com-
pared to similar objects.)

From Fig. 18 we can also read off the masses predicted
by the evolutionary tracks (i.e., the evolutionary masses) and
compare them with those derived from the stellar parameters
which were determined by spectral analysis (i.e., the spectro-
scopic masses). Note that both masses depend in a similar way
on the adopted distance, and, therefore, their difference will not
change unless we have to modify this distance dramatically.

Herrero et al. (1992) performed this comparison and found
that the spectroscopic masses of giants and supergiants were
systematically smaller than the evolutionary ones. At the
same time, the spectroscopically determined helium over-
abundances could not be explained by current theories of stel-
lar structure and evolution. The correlation of the mass dis-
crepancy, i.e., the difference between evolutionary and spec-
troscopic masses, and the distance to the Eddington limit indi-
cated that the deduced discrepancy might have been related to
the fact that Herrero et al. (1992) omitted sphericity and mass-
loss in their analyses. However, even with the (approximate)
inclusion of sphericity and mass-loss in the determination of
stellar parameters as performed in Paper I, the actual problem
could not been solved, but it could be improved.

From a recent analysis of seven Cyg OB2 supergiants in-
cluding the effects of sphericity, mass-loss and line blanketing,
Herrero et al. (2002) found no conclusive evidence for a mass
discrepancy to be present. While the star with the lowest mass
still showed a discrepancy, the other six stars were found to be
evenly distributed on each side of the 1:1 line dividing spec-
troscopic and evolutionary mass, with the error bars crossing
it.

In the present context and to illuminate the effects of line
blocking/blanketing, it is now interesting to compare the evo-
lutionary and spectroscopic masses from Paper I with the ones
obtained in the present analysis, using the same absolute mag-
nitudes. The result can be seen in Fig. 19. A distinct improve-
ment of the general situation is obvious, especially for a num-
ber of stars in the “intermediate” mass range. Not surprisingly,
these are stars for which the correction in effective temperature
is very large.

The present situation (with respect to Mv and R∗ from
Table 1) is displayed in Fig. 20. We see that for almost all stars
the corresponding error bars cross the 1:1 line with exception of
those three objects with the lowest spectroscopic mass (which
are not the three objects with the lowest luminosity in Fig. 18).

Although our new results are consistent with the ones found
by Herrero et al. (2002), implying that the mass discrepancy
seems to be limited to stars of less than 15 M�, there is still
additional concern. Most stars with masses lower than 50 M�
(including those three objects with mass discrepancy) follow
an imaginary line located parallel to the 1:1 line which is dis-
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Fig. 21. Logarithm of modified wind-momentum rate, Dmom =

Ṁv∞(R?/ R�)0.5, vs. log(L/L�), for the values derived on the basis
of Rold (i.e., assuming the same values for Mv as in Paper I), compared
to the results from Paper I itself. For all stars in our sample, a shift to-
wards lower luminosities has been found, whereas for most of the stars
the modified wind-momentum rate remains roughly constant. Only for
the stars with log(L/L�) < 5.3 the upper limit of the wind-momentum
rate (indicated by arrows) has increased (see text).

placed by about 10 M� in ordinates. We consider this finding
as a milder form of the original mass discrepancy which still
has to be explained.

Unfortunately, is not possible to perform a similar compar-
ison using evolutionary calculations based on rotating models
as presented by Meynet & Maeder (2000) and Heger & Langer
(2000), since we do not know the initial rotational velocity
of our objects. If we simply assume that all our objects had
started with 300 km s−1, the remaining discrepancies as dis-
cussed above would still have persisted. At least the derived
range of He abundances could be explained, but not necessar-
ily at the correct effective temperature, luminosity, and age as
discussed by Herrero & Lennon (2003).

7.5. Wind-momentum rates

Whereas the effective temperatures decrease significantly,
mass-loss rates and stellar radii are hardly affected by line-
blocking/blanketing and remain roughly at their “old” values
(if the same values for distance/Mv are used, of course). For
the radii, this finding has already been explained in Sect 7.2
(increase of Trad/Teff in the optical) and for the mass-loss rates
the argument is similar: First, the Hα-emissivity increases only
weakly due to the reduced electron temperature in the wind (at
least for the hot stars considered here). Second, the underlying
continuum, i.e., the radiation temperature close to Hα, remains
comparable to or hotter than the continuum of an unblanketed
model at its “older”, higher T eff. The combined effect of the
modified electron, radiation and effective temperature onṀ can
then be approximated by Eq. 49 in Paper I, and in most cases

it turns out that we should expect a rather weak reduction in Ṁ
of the order of 10 to 20 %.

7.5.1. Comparison with previous results assuming
identical Mv’s

This expectation has been checked in Fig. 21, where we have
compared the modified wind-momentum rates as derived here
with those resulting from Paper I. To avoid any confusion due
to changes in R∗ because of differences in Mv, this comparison
has been performed on the basis of Rold (Table 1, last column),
i.e., assuming the same values for Mv as in Paper I. With re-
spect to the values for luminosity and Dmom as given in Tables 1
and 4, this means that both quantities have been scaled with
(Rold/R?)2.

In contrast to our expectation from above, Fig. 21 shows
that in some cases we actually encounter an increase in Ṁ. The
reason for this behaviour is twofold. The fitted value of β has
decreased for a number of stars with emission lines, (e.g., for
ζ Pup from 1.15 to 0.90), probably as a consequence of the
somewhat modified run of Te(r). A decrease in β then translates
into an increase in Ṁ.

For objects with an almost purely photospheric Hα profile,
on the other hand (the four low luminosity stars for which we
could obtain only upper limits), this upper limit has increased
due to the higher precision of the present analysis: The approx-
imate approach used in Paper I becomes somewhat uncertain
at (very) low mass-loss rates, mainly because it depends on an
incident boundary condition based on results from hydrostatic,
plane-parallel models. Additionally, all four objects are very
fast rotators. In Paper I, we reduced the rotational velocity from
its photospheric value to a somewhat lower, “effective” value in
order to match the Hα profile. Again due to the higher precision
of the present unified approach, it turned out that such a modi-
fication is no longer necessary, at least not for the three dwarfs
(cf. Sects. 5 and 8). Keeping the nominal values of Vr sin i then
increases the derived mass-loss rates.

Insofar, the dilemma discussed in Paper I (What is the rea-
son that the modified wind-momentum rates of low-luminosity
stars lie below the average relation?) finds its natural expla-
nation: For the present results, this dilemma simply no longer
exists, at least if we assume that the actual mass-loss rates lie at
the obtained upper limits (where this assumption, admittedly,
is rather bold.)
From our findings, we conclude that for most of our objects
the ratio between mass-loss rate (and thus modified wind-
momentum rate) and luminosity has become larger compared
to previous results. This becomes particularly clear in Fig. 22,
where we compare the average WLR for Galactic supergiants
and giants/dwarfs obtained in Paper I (long-dashed, grey) with
the corresponding regressions using the present data, again for
the same values of Mv. Note that the latter have been per-
formed accounting for the errors in both directions (∆ log L and
∆ log Dmom, cf. Table 4) and for their correlation (both quanti-
ties depend on R2

?), as described in Markova et al. (2003).
The corresponding coefficients with respect to the WLR,

log Dmom = x log(L/L�) + log Do, x =
1
α′
, (16)
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Fig. 22. WLR for our sample, using the same Mv-values (→ Rold) as
in Paper I. Denotation as written in the plot legend. The binary com-
ponents HD 93129A (l.c.I, at log L = 6.13 and log Dmom = 30.35) and
HD 303308 (l.c.V, at log L = 5.61 and log Dmom = 29.12) have been
discarded from the regressions.
Error bars with respect to ∆ log Dmom are plotted only for objects with
Hα in absorption. The regression was performed accounting for the er-
rors in both directions and for their correlation (see text). Overplotted
(in grey, long-dashed) are the regressions as obtained in Paper I us-
ing pure H/He-models. Note that the new regression for luminosity
classes III/V (dotted) almost coincides with the “old” regression for
supergiants, and that both agree well with the predictions by Vink et
al. (2000, dashed).

Table 5. Coefficients of the WLR obtained in the present investigation
(discarding HD 93129A and HD 303308 from the regression), com-
pared to the results from Paper I and the theoretical prediction by Vink
et al. (2000). Entry 4 and 5 correspond to values obtained by using the
“old” absolute magnitudes (→ Rold), entry 6 and 7 correspond to the
values derived from new ones including the results for seven Cyg OB2
stars by Herrero et al. (2002). The last entry corresponds to the regres-
sion performed in Fig 24. Present data has been analyzed by account-
ing for the errors in both directions and their correlation, whereas a
standard least square fit has been performed for the data in Paper I (no
errors available).

Sample log Do x α′

Vink et al. (2000) 18.68±0.26 1.83±0.044 0.55±0.013
sg (Paper I) 19.23±0.98 1.75±0.17 0.57±0.055
g/d (Paper I) 18.90±1.46 1.72±0.25 0.58±0.085
sg Mv(old) 17.34±2.46 2.14±0.44 0.47±0.096
g/d Mv(old) 19.3 ±1.22 1.73±0.22 0.58±0.074
sg (+CygOB2) 17.98±1.88 2.00±0.32 0.50±0.080
g/d (+CygOB2) 18.70±1.29 1.84±0.23 0.54±0.068
“unified”, cf. Fig. 24 18.92±0.87 1.80±0.16 0.56±0.049

(with α′ being the exponent of the line-strength distribution
function, corrected for ionization effects) are given in Table 5.
Interestingly, the new regression for luminosity classes III/V
(dotted) almost coincides with the “old” regression for super-
giants, whereas the new regression for the supergiants has be-
come significantly steeper than previously determined. Taken
literally, the new value of α′(sg) is smaller than α′(g/dw), in

Fig. 23. As Fig. 22, but with the actual absolute magnitudes from
Table 1 including the results for seven Cyg OB2 stars analyzed by
Herrero et al. (2002) (enclosed by circles).

contrast to results from theoretical considerations (Puls et al.,
2000). Let us point out, however, that the regression coeffi-
cients for supergiants are rather uncertain, since the minimum
of χ2 is extremely broad (in contrast to the lc III/V case)

Although quantitatively different, both the results presented
here and in Paper I indicate a clear separation between luminos-
ity class I objects and the rest, although this separation seems to
have decreased regarding our new data. The most obvious in-
terpretation would be that the effective number of lines driving
the wind (comprised in the quantity Do from Eq. 16) is a func-
tion of luminosity class. A comparison with recent theoretical
predictions (and even with older ones, cf. Fig. 25 in Paper I) ob-
tained by different independent approaches (Vink et al., 2000;
Pauldrach et al., 2003; Puls et al., 2003a) suggests that this is
not probable, since these calculations predict a unique relation,
almost coinciding with our present regression for class III/V
objects (cf. Figs. 22, 23).

7.5.2. Clumping in the lower wind?

If we now use our preferred absolute magnitudes, i.e., the val-
ues given in Tables 1 and 4 and include the results obtained
by Herrero et al. (2002) for seven Cyg OB2 stars11 (which
should be free of errors related to relative distances), the sit-
uation becomes even more confusing as shown in Fig. 23 (see
also Puls et al. 2003a, Fig. 3). Although the Cyg OB2 sample
consists almost exclusively of supergiants, only the two most
extreme supergiants (CygOB2#7 and #11) follow the “upper”
WLR from Fig. 22, whereas the derived wind-momenta for all
other (five) objects are consistent with our present WLR for
class III/V stars.

In order to clarify this confusion and on the basis of a pre-
liminary analysis of the present data set, Puls et al. (2003a)

11 Note that this analysis has been performed with the same code as
applied by us, i.e., the results are at least in a differential sense of equal
quality.
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have suggested a scenario which we would like to briefly sum-
marize, because in the following we will present the corre-
sponding outcome using our results.

When plotted not as a function of luminosity class but as
a function of Hα profile type (Puls et al., 2003a, Fig. 4), it
turned out that stars with Hα in emission and those with ab-
sorption profiles (only partly filled in by wind emission) form
two distinct WLRs, respectively, where in this representation
the CygOB2 objects make no exception.

From these findings, Puls et al. (2003a) suggested that the
different WLRs might be a consequence of wind-clumping:
The contribution of wind emission to the total profile is sig-
nificantly different for objects with Hα in absorption compared
to object with Hα in emission, since for the former only contri-
butions from the lowermost wind can be seen, whereas for the
latter the emission is due to a significant wind volume. Thus,
there is the possibility that for these objects we see the effects of
a clumped wind which would mimic a higher mass-loss rate, as
it is most probably the case for Wolf-Rayet winds (e.g., Moffat
& Robert 1994). With this suggestion, we do not exclude the
presence of clumping in the winds of objects with Hα in ab-
sorption; owing to the low optical depth, however, we simply
cannot see it.

It should be mentioned that the principal presence of
clumping has never been ruled out for O-star winds; however,
at least from conventional spectrum analysis methods there was
simply no indication that the Hα forming region was consider-
ably clumped (see the discussion in Paper I). During the past
years, this situation has somewhat changed. Apart from recent
theoretical considerations (e.g., Feldmeier et al. 1997, Owocki
& Puls 1999 and references therein) which do not prohibit such
a relatively deep-seated clumped region, a number of additional
evidence for such a scenario has been gathered.

First, note that time-series analyses of He  4686 from
ζ Pup by Eversberg et al. (1998) have revealed “outward mov-
ing inhomogeneities” from regions near the photosphere out
to 2 R∗, i.e, just in the Hα forming region which extends typi-
cally out to 1.5 stellar radii. Although these features are most
probably different from the clumps suggested here, these ob-
servations indicate that the lower wind is not as stationary as
previously assumed.

Second, our hypothesis is supported by a number of UV-
analyses. Based on FUSE-observations of (L)MC-stars, both
Crowther et al. (2002), Massa et al. (2003) and Hillier et al.
(2003, see below) found indications that the winds might be
clumped, majorly from the behaviour of the P resonance line
(if phosphorus is not strongly under-abundant, as claimed by
Pauldrach et al. 1994). By comparing the results from self-
consistent wind models and UV line-synthesis, Puls et al.
(2003a) found that the clumping scenario is also consistent
with the behaviour of the Si resonance line.

Most important in the present context, however, is the prob-
lem concerning the cores of the (blue) Balmer lines discussed
in Sect. 4. At least for five out of the seven objects with Hα
in emission, the synthetic Hγ Hδ (where present) and Hβ lines
formed in or close to the photosphere show too much wind
emission in their cores, and would require at least a factor of
1.5 less mass-loss in order to be consistent with observations.

Fig. 24. WLR of the combined sample from Fig. 23, Ṁ for objects
with Hα in emission reduced by a factor of 0.44. The resulting WLR
follows closely the predictions by Vink et al. (2000) (see also Markova
et al. 2003).

Interestingly, this behaviour has also been found for the ex-
treme objects of the Cyg OB2 sample analyzed by Herrero et
al. (2002). This dilemma is not present for stars with Hα in
absorption for which we anticipate that the derived mass-loss
rates are not contaminated by clumping effects.
In Fig. 24 we have considered the following question: If the
suggested scenario was correct, what (clumping) factor would
be required to “unify” the different WLRs with each other and
with the theoretical predictions, respectively? To this end, we
have modified the mass-loss rates for all objects with Hα in
emission (including the CygOB2 stars) in order to match the
WLR of giants/dwarfs as close as possible. This approach, of
course, assumes that either the clumping factor in the Hα emit-
ting wind region is constant or that the Hα emitting volume is
of similar size. The required factor with respect to Ṁ turned
out to be 0.44, corresponding to an (effective) clumping factor
< ρ2 > / < ρ >2= 0.44−2 = 5.2, which sounds reasonable
and is somewhat lower than the values inferred from (the outer
regions of) Wolf-Rayet winds.

With such a reduction we find an almost unique WLR con-
sistent with theoretical simulations12, where the corresponding
parameters are given in Table 5. Recall that the quoted val-
ues have been “derived” on the basis of the hypothesis that
the modified wind-momentum rate is a function of luminos-
ity alone, independent of luminosity class. This hypothesis is
strongly supported by theoretical predictions and simulations
in those cases where the WLR is independent of stellar mass
(which is the case for Galactic O-stars with α′ close to 2/3). If
this hypothesis is wrong, the derived clumping factors might be
somewhat too large.

In any case and in summary, there are strong indications
that mass-loss analyses of (at least) O-star winds utilizing Hα

12 For the “outliers” around log(L/L�)≈ 5.8, the deduced factor
might be too large, indicating that these stars are affected by a smaller
clumped wind volume than the rest.
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tend to overestimate the resulting values, unless clumping is
accounted for or the winds are comparatively thin.

bf After finishing this investigation a very interesting paper
by Hillier et al. (2003) appeared which gave additional sup-
port to our hypothesis. In this paper, two SMC O stars, AV83
(O7 Iaf+) and AV69 (OC7.5 III((f))) have been analyzed by
means of . Although both objects are shown to be lo-
cated at rather similar effective temperatures and luminosities
(log(L/L�)= 5.54 and 5.62, respectively), their spectra display
quite different wind signatures, with Hαin emission for the su-
pergiant and in absorption for the giant. Whereas for the su-
pergiant the mass-loss rate could be determined precisely (Ṁ=
2.0 ·10−6M�/yr for β = 2, neglecting clumping), the giant’s
mass-loss rate could not be derived unambigously, due to the
β-problem discussed in Sect. 6.2. For β = 0.7, 1.0, 2.0 mass-
loss rates of Ṁ= 1.5, 0.92 and 0.32 ·10−6M�/yr are quoted,
respectively. Accounting for the different terminal velocities
(960 km s−1 vs. 1800 km s−1 – strongly related to the differ-
ent gravities), the derived modified wind-momentum rates are
quite similar if clumping is neglected. For an assumed value of,
e.g., β = 1.0 for the giant, Dmom for the less luminous super-
giant is slightly larger, by a factor of only 1.16.

On various evidence (including the behaviour of the P
line, see above), the authors then argue that the supergiant wind
is probably clumped, and that the clumping should begin at the
base of the wind! In this case, for a best simultaneous fit of
all photospheric and wind lines the mass-loss rate becomes re-
duced by a factor of 0.37. Note that this number as well as
the conclusion of deep-seated clumping agrees very well with
our above hypothesis. Note also that no clumping correction
has been applied to the giant, since clumping is (if at all) only
weakly visible in a small number of UV wind lines (O and
C), such that a correction of Ṁ would be less than for the
supergiant. Taking all numbers literally, a “unification” of the
wind-momentum rates in the same spirit as above (i.e., claim-
ing an equal value of Do in Eq. 16) would yield a value of
α′ ≈ 0.2 for β(giant)=1.0, which might be somewhat low for
SMC O-(super)giants (cf. Puls et al. 2000; Vink et al. 2001).
Note, however, that only a small reduction of the giant’s mass-
loss rate to a value of 0.58 ·10−6M�/yr (corresponding to a
β ≈ 1.5 or/and a moderately clumping corrected mass-loss rate)
would yield a much more typical value, i.e., α′ ≈ 0.4.

8. Conclusions and summary

In this paper, we have re-analyzed the Galactic O-star sam-
ple from Paper I by means of line-blanketed NLTE model
atmospheres in order to investigate the influence of line-
blocking/blanketing on the derived stellar and wind parameters.
For our analysis and in addition to the “conventional” strategic
lines (e.g., Herrero et al. 1992), we have included a number of
He lines neighboring Hα to provide complementary constraints
on the fitting procedure.

The fit quality is generally good (or even very good), except
for the following systematic inconsistencies:

i) For five out of seven supergiants with Hα in emission, the
line cores of the blue Balmer lines are too weak (i.e., too

much filled in by wind emission) when the mass-loss rate
was determined by matching Hα. This effect (in conjunc-
tion with the analysis of the WLR) might indicate an over-
estimate in mass-loss rate.

ii) In a number of cases, He  4541 turned out to be too weak,
although He  4200 (same lower level!) fitted perfectly.
There are two possibilities to explain this deficiency: ei-
ther the upper level is too strongly populated, or the wind
emission is too large (note, that He  4541 is stronger than
He  4200, i.e., is formed further out in the wind). Since in
most cases this problem occurred in parallel with the prob-
lem outlined in item i), a relation to an erroneous mass-loss
rate cannot be excluded. Interestingly, Herrero et al. (1992)
(using plane-parallel models) have reported a similar incon-
sistency, but in their case He  4200 was too weak.

iii) Although our models comprise the effects of mass-loss,
sphericity and blanketing, with the present version of -
we were not able to get rid of the “generalized dilution
effect” in He  4471 emanating from both cooler supergiants
and giants. The onset of this effect was found to be located
around spectral type O6. For almost all affected stars the
blue Balmer lines could perfectly be fitted, which makes a
relation to an overestimated mass-loss rate rather unlikely.

iv) If Hα appears with a P Cygni shape, we are not able to
match the blue absorption component. This finding points
either to an inconsistent treatment of the corresponding
He  blend or to effects of stellar rotation disturbing the
emergent profile.

v) In Paper I, the nominal value of Vr sin i (from photospheric
lines) was reduced for most of the objects with a large ro-
tational velocity in order to match the observed Hα pro-
files. This was explained by the fact that the wind emission
is formed in a differentially rotating medium with an “ef-
fective” rotational speed smaller than the photospheric one
(see also Petrenz & Puls 1996). In our present analysis,
we have encountered the same effect, but only in giants
(and one supergiant), namely in HD 18409, HD 193682,
HD 24912, HD 203064 and HD 191423 (cf. Sect. 5).
For the fast-rotating dwarfs (HD 217086, HD 13268 and
HD 149757), on the other hand, no discrepancy between Hα
and the other lines was detected, in contrast to the results
from Paper I. Actually, this finding is quite reassuring, since
the wind-emission in those stars is so low that an influence
of differential rotation in the wind (Vrot(r) ∝ Vrot(R?) R?/r)
is rather unlikely.

On the other hand, it should be noted that in most cases the
notorious wind line He  4686 could be reproduced in parallel
with Hα, indicating that our (approximate) treatment of line-
blocking around He  303 is rather accurate.

Compared to pure H/He plane-parallel models, our new results
display the following trend:

For a given spectral type, the effective temperatures become
lower along with a reduction of either gravity or helium abun-
dance. The reduction of Teff is largest at earliest spectral types
and for supergiants, and decreases towards later types. At 09.5,
the differences to unblanketed analyses are small, at least for
the objects from our sample. Recent work by Crowther et al.
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(2002), however, indicates that extreme O-supergiants of late
spectral types have significantly lower values of Teff than our
objects.

The reduction of the effective temperature scale has been
explained in Sect. 7.2 as the final consequence of UV line-
blocking, increasing both the electron temperature by line-
blanketing and the mean intensity by back-scattering in the
outer photosphere where the strategic lines are formed. As a
result, line-blanketed models of hot stars have photospheric He
ionization fractions similar to those from unblanketed models
at higher Teff and higher log g. Thus, any analysis based on the
He ionization equilibrium results in lower values of Teff, if line-
blocking/blanketing is accounted for. In those cases, where a
reduction of log g is prohibited by the Balmer line wings, the
helium abundance has to be reduced instead in order to allow
for a convincing fit.

On the other hand, stellar radii and mass-loss rates (and
hence modified wind-momentum rates) remain roughly unaf-
fected by line-blanketing, since the optical fluxes from line-
blanketed models are similar to those from unblanketed mod-
els at their corresponding, higher effective temperatures due to
flux-conservation.

After correcting for the centrifugal acceleration (where this
correction and the corresponding error has been derived in
Appendix A), we calculated the masses and compared them
with previous results as well as with evolutionary masses.
Although the former mass discrepancy (Herrero et al., 1992)
becomes significantly reduced, it still seems to exist at the low-
est masses (M < 15 M�). For all stars with larger mass, at least
the corresponding error bars do cross the 1:1 line. Nevertheless,
a systematic trend seems to be present: For 15 M� < M <

50 M�, the spectroscopically derived values are still lower than
the masses derived from evolutionary calculations by roughly
10 M�.

In the case of the helium discrepancy, we could signifi-
cantly reduce the He abundance for a number of objects, par-
ticularly for those where previous values were extremely large
(e.g., for HD 193682 YHe has decreased from 0.43 to 0.20).
A significant fraction of our sample stars, however, still re-
mains over-abundant in He. For these objects, at least the de-
rived range in abundance is consistent with present evolution-
ary tracks when rotationally induced mixing is accounted for.

One of the major implications of reduced luminosities and
almost unaltered wind-momentum rates affects the wind-
momentum luminosity relation. Previous results for O-stars
(Puls et al., 1996; Kudritzki & Puls, 2000) indicated a clear
separation of the WLR as function of luminosity class, where
the WLR for supergiants was found to be more or less consis-
tent with recent theoretical simulations which do not predict
any dependence on luminosity class. For giants and dwarfs, the
WLR was located roughly 0.5 dex below that. In addition, it
showed a kink towards even lower momentum rates for objects
with log(L/L�) < 5.3 which could not be explained so far.

Regarding our new values, the separation of the WLR is
still present with one decisive difference. Now, the WLR for gi-
ants/dwarfs is consistent with theoretical expectations and also
the kink has vanished at least if we assume that the actual mass-

loss rates lie at the obtained upper limits. On various evidence
(including recent UV-analyses and the problematic line cores
of the blue Balmer lines, see above, with additional support
from a recent investigation by Hillier et al. (2003)) we have
argued that the different WLRs can be unified on the basis of
the following assumptions: For those stars with Hα in emis-
sion, the derived mass-loss rates are affected by clumping in
the lower wind region. For stars with Hα in absorption, on the
other hand, this line is formed very close to the photosphere
so clumping effects cannot disturb the analysis. This kind of
unification would then require a clumping factor of roughly 5,
where the mass-loss rates of stars with Hα in emission would
typically be overestimated by a factor of 2.3. As displayed in
Fig. 24, the combined WLR is then consistent also with theory.

We have, of course, to be open to other possibilities which
might explain the discrepancies found. A combined multi-
spectral analysis (UV, optical, IR and radio) based on clumped
wind-models and applied to large samples of stars of differ-
ent spectral type should clarify these questions as well as oth-
ers, e.g., the problem of wind-momenta from mid-type B-
supergiants which appear to be much lower than expected
(Kudritzki et al., 1999).

One of the major problems encountered in the present anal-
ysis is the uncertainty in stellar radius, which originates from
uncertain distances and enters quadratically into the values for
masses, luminosities and wind-momentum rates.

Since the distances to Galactic O-stars (which are impor-
tant because of their “Galactic” abundances) will probably pose
a problem for the next decade(s), there are only two possibili-
ties to overcome this uncertainty (at least indirectly). Either we
consider samples much larger than the present one (with the
hope that better statistics will help to obtain better constraints),
or we concentrate on the analysis of O-stars (definitely) belong-
ing to distinct clusters (with the hope that the analysis is at least
intrinsically consistent).

For recent progress into direction “one”, we refer the reader
to Markova et al. (2003). Regarding the second possibility, a
first step has been taken by Herrero et al. (2002), although
the amount of analyzed objects (seven) is not enough to obtain
representative results. Observational campaigns utilizing multi-
object spectroscopy like the upcoming -project, aiming
at the analysis of samples of more than hundred Extragalactic
and Galactic objects, will definitely lead to a dramatic increase
of our knowledge of hot, massive stars.
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Appendix A: Centrifugal correction

The objective of this appendix is to derive an expression for
the centrifugal correction which we will apply to the “effective”
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Fig. A.1. Geometry used for calculating the centrifugal correction (see
text).

gravity, in order to obtain an approximation for the “true” value
and the corresponding error (cf. Eqs 3, 4). Thus, we have to
evaluate the average

〈gcent〉disk =
〈(Vrot sin θ)2〉

R?
, (A.1)

where 〈gcent〉disk is averaged is over the stellar disk and, thus,
depends on the inclination sin i. This quantity must not be mis-
taken for the centrifugal acceleration averaged over the stellar
sphere,

〈gcent〉sphere =

∫ 2π

0

∫ π

0
gcent(θ)R2

? sin θdθ dφ

4πR2
?

=
2
3

V2
rot

R?
, (A.2)

which, of course, is independent of the inclination. Here and in
the following we neglect any distortion of the stellar radius due
to centrifugal forces that might become relevant in the case of
rotational velocities close to break-up.

The geometrical situation is sketched in Fig. A.1. We
consider two Cartesian co-ordinate systems, (z∗, p∗, q∗) and
(z, p, q). The former refers to the stellar system with rotation
axis q∗, and the latter to the one of the observer. The z-axis is
directed towards the observer, the “impact parameter” p = p ∗ is
perpendicular to the (z, q)-plane (identical to the (z∗, q∗)-plane),
and q is the “height” of the disk, perpendicular to both z and p.
Thus, both planes are tilted with respect to one another in terms
of inclination i (between q and q∗).

The co-ordinates in the stellar system can be expressed in
terms of stellar co-latitude θ, azimuthal angle φ and radius r.
Any points, r, on the stellar surface (and only those are needed
for our calculation) can be described by the following relation:
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For the integration over the stellar disk, on the other hand, we
first employ a polar co-ordinate system with co-ordinates P and

polar angle Φ. Any point d situated on the stellar disk has then
coordinates

d =
(

p
q

)

=

(

P cosΦ
P sinΦ

)

, P =
√

p2 + q2, Φ = arctan(q/p).

(A.4)
In this representation the desired average of the centrifugal ac-
celeration over the stellar disk is given by

〈gcent〉 =

∫ 2π

0

∫ R∗
0

gcent PdPdΦ

πR2
?

. (A.5)

However, since gcent is dependent on the stellar co-latitude θ,
an integration with respect to the spherical stellar co-ordinates
is advantageous.

Before we consider the general case of arbitrary inclination,
we will deal with the simpler case where sin i = 1 (i.e., the star
is observed equator-on). In this case, the stellar system (where θ
is defined) and the system of the observer coincide, i.e., q∗ = q,
such that the transformation from (P,Φ) to (θ, φ) is the follow-
ing: Any projected point on the stellar disk can be represented
by the corresponding physical location on the stellar sphere via

(

p
q

)

=

(

P cosΦ
P sinΦ

)

=

(

R? sin θ sin φ
R? cos θ

)

,

P2 = R2
?(sin2 θ sin2 φ + cos2 θ) (A.6)

tanΦ =
cot θ
sin φ
.

Note that we only have to consider the points on the half-sphere
directed towards the observer, i.e., z > 0. Since the integral
over PdP can alternatively be expressed by the integral over
1/2 dP2, the variable transformation inside the integrals, from
(dP2, dΦ) to (dθ, dφ), is obtained by evaluating the determinant
of the Jacobian of the transformation (A.6) which (after a num-
ber of operations) turns out to be

det(J((P2,Φ), (θ, φ))) = 2R2
? sin2 θ cosφ. (A.7)

Thus, for sin i = 1, the integral over the stellar disk can be
expressed as an integral over the front of the stellar sphere,

1
2
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0
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∗

0
f (P2,Φ)dP2dΦ =

= R2
?

∫ π/2

−π/2

∫ π

0
f (θ, φ) sin2 θ cosφdθdφ. (A.8)

One can readily convince oneself that for f (θ, φ) = 1 the correct
result, R2

?π, is obtained, whereas for f (θ, φ) = gcent(θ) we find

〈gcent〉disk,sin i=1 =
3
4

V2
rot

R?
. (A.9)

For arbitrary inclinations the line of argument is similar. Note
that the relation between stellar and observer’s system can be
represented by a rotation with respect to the common p-axis,
i.e.,
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and the generalization of (A.6) is
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P2 = R2
?(sin2 θ sin2 φ + sin2 θ cos2 φ cos2 i + cos2 θ sin2 i −

− 2 sin θ cos θ cos φ sin i cos i) (A.11)

tanΦ =
− cosφ cos i + cot θ sin i

sin φ
.

The corresponding determinant of the Jacobian becomes (cal-
culated with )

det(J) = 2R2
? sin θ(cos θ cos i + sin θ cos φ sin i), (A.12)

and for sin i = 1 we obtain the same result as above, whereas
for sin i = 0 (i.e., the star is observed pole-on) we find (using
appropriate integration limits, see below)

〈gcent〉disk,sin i=0 =
R2
?
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0

∫ π/2
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(A.13)
In order to obtain the complete expression for arbitrary sin i, we
first have to calculate the integration limits. From the condition
z > 0 (A.11) we find that

i <
π

2
:















0 < φ < 2π,
0 < θ < θmax, θmax =

− cosφ tan i√
1+cos2 φ tan2 i

i =
π

2
:

{

−π/2 < φ < π/2,
0 < θ < π.

With these limits, we are able to calculate the first double inte-
gral (∝ cos i, i < π/2, again with ),

cos i
∫ 2π

0

∫ θmax

0
sin3 θ cos θdθdφ =

π

8
cos2 i (4 − 2 sin2 i).

(A.14)
The second one (∝ sin i, i < π/2) is given by

sin i
∫ 2π

0

∫ θmax

0
sin4 θ cosφdθdφ =

π

8
sin2 i (8 − 2 sin2 i).

(A.15)
Finally, we obtain the rather simple result

〈gcent〉disk(sin i) =
V2

rot

R?

(1
2
+

1
4

sin2 i
)

, (A.16)

which includes the case i = π/2 (and, of course, the pole-on
case i = 0).

In conclusion, the centrifugal acceleration averaged over the
stellar disk depends on two terms. The first one, constituting a
minimum value, depends on V2

rot alone (which cannot be mea-
sured) and a second term depends on (Vr sin i)2 (which can be
measured).

In order to obtain a suitable approximation for the centrifugal
correction based on the measurable quantity (Vr sin i)2, we will
use appropriate means. Since the probability density function
for the distribution of the inclination angle i is given by sin i
itself (see, e.g., Chandrasekhar & M ünch 1950), the mean and

standard-deviation (i.e., square-root of the variance) of sin2 i is
given by

〈sin2 i〉 = 2
3

(

1 ± 1
√

5

)

(A.17)

By approximating (Vr sin i)2 with V2
rot〈sin2 i〉, we can express

the centrifugal correction via

〈gcent〉 ≈
(Vr sin i)2

R?

( 1

2〈sin2 i〉
+

1
4

)

=
(Vr sin i)2

R?
(1 + ∆ f )

∆ f =
3
4

1

±
√

5 − 1
≈ +0.61
−0.23. (A.18)

The larger error (i.e., an under-estimate of the centrifugal cor-
rection) occurs if sin2 i < 〈sin2 i〉 since Vrot is large, whereas
Vr sin i is small. If sin2 i >∼ 〈sin2 i〉, the error is much lower be-
cause the estimator of Vrot is of the correct order. Thus, we en-
counter the (somewhat paradoxical) result that our approximate
centrifugal correction is rather correct for fast rotators (except
for the still missing correction concerning the deformation of
the stellar radius), whereas for “slow” rotators the centrifugal
correction might be too low.
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