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Abstract

Aims. We aim to determine the fundamental parameters of a samBestafrs with apparent visual magnitudes below 8 in the fiéldi@w of
the CoRoOT space mission, from high-resolution spectroscop

Methods. We developed an automatic procedure for the spectroscopiysis of B-type stars with winds, based on an extensivé gfi
FASTWIND model atmospheres. We use the equivalent widthoarhe line profile shapes of continuum normalized hydmodelium and
silicon line profiles to determine the fundamental progsrtf these stars in an automated way.

Results. After thorough tests, both on synthetic datasets and onhighyquality, high-resolution spectra of B stars for whieh already had
accurate values of their physical properties from altévaatnalyses, we applied our method to 66 B-type stars awedan the ground-based
archive of the CoRoT space mission. We discuss the stafigtioperties of the sample and compare them with thosegisetlby evolutionary
models of B stars.

Conclusions. Our spectroscopic results provide a valuable startingtfoirany future seismic modelling of the stars, should theybserved
by CoRoT.

Key words. Stars: atmospheres — Stars: early-type — Stars: fundahpamtaneters — Methods: data analysis — Techniques: speopit —
Line: profiles

1. Introduction code for such stars, see, e.g., CMFGEN - Hillier & Miller
. . _ (1998), PHOENIX - Hauschildt & Baror (1999), WM-Basic
The detailed spectroscopic analysis of B-type stars has 105 Lldrach et all (2001), POWH - Gréfener etlal. (2002) and

a long time been restricted to a limited number of targets) s iND - S lava-R thl_(1997). Puls et AL (2005)

Rezs?rli folr thk|s ?Ire the a p”(lm nef{f :](.)rr? real;it'c at'(:] m@hlnitially, major attention was devoted to the establishinan
model, the fack ot large sampies with nigh-quality spe a realistic atmosphere model (improvement of atomic data, i

the long-winded process of line profile fitting, as the mutti clusion of line blanketing and clumping), rather than amily
of photospheric and wind parameters requires a large pmm%rge samples of stars ’

space to be explored. _ o .
The advent of high-resolution, high signal-to-noise spec- Simultaneously with improvements in the atmosphere pre-

troscopy in the nineties led to a renewed interest of the s@ictions, also the number of available high-quality data in
entific community in spectroscopic research, and in partigi€ased rapidly, mainly thanks to the advent of multi-objec
ular in the relatively poorly understood massive stars. TIFE€ctroscopy. At the time of writing, thrve S 1

establishment of continuously better instrumentation tred VLT-FLAMES Survey of Massive Stars (Evans et al. 2005),
improvement in quality of the obtained spectroscopic daf@ntaining over 600 Galactic, SMC and LMC B-type spettra

triggered a series of studies, which led to a rapid incread@ 7 different clusters), gathered over more than 100 hours
in our knowledge of massive stars. In this respect, it is n8f VLT time. The survey not only allowed to derive the stel-

surprising to note that this is exactly the period where seh@dr parameters and rotational velocities for hundreds arfsst

eral groups started to upgrade their atmosphere predict‘@ﬂﬁwum - Hunter etal. 2008b), but also to study th
evolution of surface N abundances and the effective tempera
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ture scales in the Galaxy and Magellanic Cloet @hich is based on an extensive and refined grid of FASTWIND
12007; Hunter et al, 2007, 2008a). models. This offers a good compromise between effort, time
In preparation of the CoRoT space mission, and almastd precision if arappropriate gridhas been set up. The grid
contemporary with the FLAMES setup, another large databad®uld be comprehensive, as dense as possible and represent
was constructed: GAUDI (Ground-based Asteroseismologyye for the kind of objects one wants to analyze. Similar to a
Uniform Database Interface, Solano etlal. 2005). It gathdisby-eye method, a grid-based algorithm will follow anrite
ground-based observations of more than 1500 objects,dnclative scheme, but in a reproducible way using a goodness-of-
ing high-resolution spectra of about 250 massive B-typesstafit parameter. Starting from a first guess for the fundamental
with the goal to determine their fundamental parametera-as parameters, based on spectral type and/or published iaform
put for seismic modeling (see Sectidn 3). tion, improved solutions are derived by comparing line pesfi
The availability of such large samples of B-type stars singesulting from well-chosen existing (i.e. pre-calculgtgdd
within reach different types of studies, e.g., they may lead models to the observed line profiles. The algorithm terneisat
a significant improvement in the fundamental parameter cadince the fit quality cannot be improved anymore by modifying
bration for this temperature range and to a confrontatiah withe model parameters.
and evaluation of stellar evolution models (eMet We are well aware of the limitations inherent to this
2008b). The drawback of this huge flood of data, however, imethod. As soon as a new version/update of the atmosphere
as mentioned before, the large parameter space to be explooe line synthesis code is released (e.g., due to improvediato
which can be quite time-consuming, if no adequate methoddata), the grid needs to be updated as well. The advantage, on
available. It requires a method which is able to derive tha-co the other hand, is that the line-profile fitting method itseif
plete set of parameters of stars with a wide variety of plasicemain and the job is done with the computation of a new grid.
properties in an objective way. This is of course a huge work (e.g., seven months were needed
To deal with the large GAUDI dataset, we investigated thte computé and check the grid in_Lefever etlal. 2007a), but
possibility of automatedspectral line fitting and we opted forthanks to the fast performance of the FASTWIND code, this
a grid-based fitting method: AnalyseBstar. In Sedfion 2, vehould not really be an insurmountable problem.
justify our choice for a grid-based method, present itsgtesi A grid-based method fully relies on a static grid and no ad-
and discuss several tests which were applied to check the ghtional models are computed to derive the most likely param
formance of the routine. A more detailed description of owters. Consequently, the quality of the final best fit and tke p
methodology can be found in the (online) appendix. Setliore&ion of the final physical parameters are fully determibgd
illustrates the first application of AnalyseBstar to the pof the density of the grid. This underlines, again, the netessi
CoRoT candidate targets in the GAUDI database and Sédtioa grid which is as dense as possible, allowing for interpaat
deals with the physical interpretation and some statigbicgp- On the other hand, the grid-method has a plus-point: it is fas
erties of the resulting parameters. Sedfibn5 summarizes Whereas the analysis with, e.g., a genetic algorithm agproa
main results obtained in this paper. (Mokiem et al| 2005, e.g.) needs parallel processors and sev
eral days of CPU to treat one target star, our grid-methol] wil
on average, require less than half an houonacomputer, be-
cause no additional model computations are required.
Spectral line fitting is a clear example of an optimizatioalpr
lem. To find the optimal fit to a given observed stellar speg-
trum among a set of theoretically predicted spectra emgrg%‘z' The code AnalyseBstar
from stellar atmosphere models, requires scanning thevpar@ur grid-based code, called AnalyseBstar, was developed fo
eter space spanned by the free parameters of the stellar atfne spectroscopic analysis of B stars with winds. It is writt
sphere model. Due to the extent of this parameter space, afihe Interactive Data Language (IDL), which allows forant
with the goal of analyzing large samples in mind, it is cleaictive manipulation and visualization of data. It fullyies on
that performing the parameter scan through fit-by-eye ishet the extensive grid of NLTE model atmospheres and the emerg-
best option. The ‘subjective’ eye should be replaced by ‘iing line profiles presented in_Lefever et al. (2007a, see also
telligent’ algorithm, in such way that the procedure of fimgli Appendi x[B_8lfor a brief overview of the considered param-
the optimum fit becomes automatic, objective, fast and repiger set) and is developed to treat large samples of stars in a
ducible, even though human intervention can never be eedluthomogeneous way. We use continuum normalized H, He and
completely. Si lines to derive the photospheric properties of the stalr an
the characteristics of its wind. Such an automated method is

2. Automated fitting using a grid-based method

2.1. General description of our grid-based method 2 180 CPU months were needed to compute the full grid of al-

- ost 265000 models. To reduce the effective computatios, taal-
In contrast to the case of the O stars (é"g“‘MQkﬁmeoogjlations were done on a dedicated Linux cluster of 5 duedsco

treating the entire spectral range B with a single approach Bual-processor computers (3800 MHz processors, sharirg RA]
quires additional diagnostic lines besides H and He. In thigmory and 8 Gb swap memory), amounting to 20 dedicated CPU
region, Si (in its different ionization stages), ratherrthde, processors, in addition to 40 more regularly used instiGfs (8
becomes the most appropriate temperature indicator. Wigh tof 3800MHz and 32 of 3400MHz). The grid filled 60% of a terabyte
in mind, we have chosen to develop an automatic proceddisk, connected to a Solaris 10 host pc.
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not only homogeneous, but also objective and robust. A fulings (which are a bit stronger in FASTWIND than in Tlusty,
description of the design of AnalyseBstar, including thega- yielding slightly lower logg values) and the Si/ii EW ra-
ration of the input, the iteration cycle for the determinatdf tio for T > 18 kK (which is larger for FASTWIND than
each physical parameter and the inherent assumptionsgis gifor Tlusty - due to both stronger Siand weaker Sii lines -,
in Appendi x B3, yielding higherT¢s values). The reason that FASTWIND pre-
The intrinsic nature of our procedure allows us to derive edicts stronger Balmer line wings is due to differences in the
timates for the ‘real’ parameters of the star, which in mases broadening functions and an underestimated photosplireeic |
are located in between two model grid points. In what followpressure, which can affect the photospheric structurewf lo
we refer to them as ‘interpolated values’. The correspandigravity objects. Differences are about or below 0.1 dex, and
grid values are the parameters corresponding to the gricémoldecome negligible for dwarf stars. Except for the problertwi
lying closest to these interpolated values. the forbidden components, the profiles of the cooler models
Furthermore, we will denote the surface gravity as derivéder < 18 KK) compare very well.
from fitting the Balmer line wings as lag while the gravity
corrected for centrifugal terms (required, e.g., to estintan- To check the uncertainty in the synthetic profiles, we ap-
sistent masses) will be denoted by tpg The (approximate) plied AnalyseBstar to profiles of six prototypical Tlusty deds
correction itself is obtained by adding the termsini )?/R, to  at 3 different temperature points (15 000, 20 000, and 25000 K
the uncorrected gravity (Repolust etlal. 2005, and refegnand at a high and a low gravity. We added artificial noise to the
therein). data and artificially broadened the profiles with a fixed pro-
jected rotational velocity. The results of the comparisan be
. found in Tabléll. The input and output fundamental pararaeter
2.3. Testing the method agree very well within the resulting errors, with only one ex

2.3.1. Convergence tests for synthetic FASTWIND  céption, being the model with the highy: and higher log),
spectra where the temperature is off by 2000 K.

Before applying AnalyseBstar to observed stellar speetea,  Around 20kK, we experience similar difficulties to retrieve
tested whether the method was able to recover the parameigiisique temperature as in the cool B star domain, i.e. depend
of synthetic FASTWIND input spectra. To this end, we createdg on the gravity, we may have only one stage of Si available,
several synthetic datasets in various regions of pararsgéee, in this case Sil . Indeed, whereas the Silines are clearly vis-
with properties representative for a ‘typical’ GAUDI spech. ible in the higher gravity test case (Igg= 3.00), they are no
For more details on the setup of this test dataset and the |egger detectable in the lower gravity case (ipg 2.25). At
sults of the convergence tests, we refeAppendi XA In all  this T, there are (unfortunately) no obviousigilines yet,
cases, the input parameters were well recovered and noeonygich complicates the analysis. Even though, AnalyseBstar
gence problems were encountered. Minor deviations from el able to retrieve the correct effective temperaturdbei
input parameters were as expected and within the error baygh somewhat larger errors, using the same alternativaooket
Also the derived sini -values, which are difficult to disentan-ags for late B type stars when there is onlyiSavailable (see
gle from potential macroturbulent velocities, agreed vee}l ‘method 2’ in Sectioh BJ3).

with the inserted values, irrespectivei@fycro This shows that

the Fourier Transform method bf Glay (1973, 1975), whose

implementation by Simén-Diaz & Herrero (2007) we used, in-

deed allows to separate both effects (but see below). All to- ] )

gether, this gave us enough confidence to believe that our pfgble 1. Result of applying AnalyseBstar to synthetic Tlusty

cedure will also be able to recover the physical parametens f profiles, which are artificially adapted to obtain a typicAlRS
real spectral data. of 150 and a projected rotational broadeningvefni = 50

kms™t. Terin and loggin are, respectively, the input effec-
tive temperature and gravity of the Tlusty spectas o, and
2.3.2. FASTWIND vs. Tlusty: profile comparison log g0t represent the best matchin@ef, logg)-combination
and analysis of Tlusty spectra in the FASTWIND grid.

As an additional test, we compared line profiles based on

FASTWIND models with negligible mass loss with their cor- IEI(I; I?gggs’i)" Te‘f(l‘;‘l‘é)i A logg;‘é“;)i A
responding counterpart in the grid computed with the NLTE 15 175 150205 17005
model atmosphere code Tlusty (Hubeny & Lianz 2000), which 15 300 |155+05 304010
allows for a fully consistent NLTE metal line blanketing as 20 225 1200+1.0 2.2+0.10
well. This resulted in an overall good agreement, except for 20 3.00 | 21.0+1.0 3.2+0.20
low gravity stars, where differences arise. It concerntedif 25 275 |25.0+1.0 2.7+0.05
ences in the forbidden Heomponents (which are quire strong 25 3.00 | 27.0+£1.0 3.1+0.10

in FASTWIND, but almost absent in Tlusty), the Balmer line

3 Manual available upon request from the authors.
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Figure 1. Comparison of the effective temperatures (left) and sertgavities (right) derived with FASTWIND (AnalyseBstar)
with those found by Morel et all (2006, 2008) and Briquet & Ko(200 ) using DETAIL/SURFACE, for thg Cephei stars
(black), SPBs (grey) and some well-studied hot B stars (ggerbols). Supergiants are indicated as diamonds, giattaagles
and dwarfs as circles. The shaded area around the one-telation (straight line) denotes the uncertainty on thaveer

fundamental parameters|of Morel et al. (2006, 2008) andugti& Morel 7) (i.e., 1000 K ifgr and 0.15 in log).

2.3.3. Comparison with fit-by-eye results for
well-studied pulsators —3-8f : ]
-40F .

Having thoroughly tested that AnalyseBstar indeed corasrg :
towards the optimum solution and that it is able to recover th _40F 3
input parameters of synthetic spectra, we performed an ad-2 f ‘ ]
ditional test on real spectra. We tested our method on a se— ~+4f 1 I Z
lected sample of high-quality, high-resolution spectrpudéat- < ' '

TWIND)

ing B stars g Cephei and Slowly Pulsating B stars (SPB)). The % © r “ : 1
(mean) spectra of these stars have a very high SNR, attainett” —4.8f i : 4
through the addition of a large number of individual expesur o r W 1
(see7). Given that we excluded binariesifro  ~ —50F ]

our GAUDI sample (see SectibnB.1), we also ignofe@ph A R N

andg Cru for the test sample. Moreover, V2052 Oph is chemi- -5.0 -48 -46 -44 -42 -40 -3.8
cally peculiar and was thus excluded, as well as V836 Cen for log n(Si)/n(H) (DETAIL/SURFACE)

which only one spectrum is available. Thus we limited our tes

sample to those single stars in Morel et al. (2007) for whidfigure2. ~ Comparison between the Si abundances

numerous high-quality spectra were available. Becausheof flerived from ~ AnalyseBstar and those derived from
high quality of these spectral time series, they are idealited DETAIL/SURFACE for the set of photometric targets, used to
for testing AnalyseBstar. evaluate the performance of AnalyseBstar. The black dotted

Theg Cephei stars and two of the SPB stars were analyZ£S represent the solar Si abundance (log n(Si)/n(H) 494
in detail by[Moreletd. [(2006, 2008) arid Briquet & MgbreWh'le the grey dotted Ime; represent a depletion and e@anc
(2007), respectively. These authors used the latest versigent of Si by 0.3 dex (i.e., -4.79 and -4.19, respectively).
of the NLTE line formation codes DETAIL and SURFACESymboIs_haye the same meaning as in[Hig. 1. Individual error
(Giddings [ 1981, Butler & Gidding$ 1985), in combinatiop@rs are indicated.
with plane-parallel, fully line-blanketed LTE Kurucz atmo
spheric models (ATLA8993), to determine (by
eye) the atmospheric parameters and element abundar@eshe other hand, thesini values derived bI.
of low-luminosity class objects with negligible winds. Thé2008) are typically slightly above those derived by us sTiki
outcome of the comparison with their results are summeeadily understood as their values implicitly include theamo-
rized in TableBZa td_2c, and in Fig$.1 ahH 2. Althoughirbulent velocity, which has not been taken into accourg as
the effective temperatures derived from FASTWIND tend teeparate broadening component. In those cases where we de-
be, on the average, slightly below the ones derived fromve a vanishing/macro, thevsini values are in perfect agree-
DETAIL/SURFACE, it is clear that, within the error bars,ment..9) recently suggested that macroturb
FASTWIND and DETAIL/SURFACE give consistent resultdence might be explained in terms of collective pulsational
for Tex and logg (Fig D) as well as for log n(Si)/n(H) (Figl 2), velocity broadening due to the superposition of a multitude
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Table 2a. Fundamental parameters of well-studie@ephei stars (spectral types from SIMBAD), as derived fromalxseBstar:
the effective temperaturd ), the surface gravity (log, not corrected for centrifugal acceleration due to stetdation), the
helium abundance (n(He)/n(H), with solar value 0.10), thatindance (log n(Si)/n(H), with solar value -4.49), themiur-
bulence £), the projected rotational velocity §ini ) and the macroturbulent velocityq{acrg. We list the values of the clos-
est grid model, except for the Si abundance, where the iofgtigrd value is given. In italics, we display the resultsrirthe
DETAIL/SURFACE analysis by Morel et al. (2006, 2008). For l1&c, we additionally list the parameters which we retrieve
when forcingvmacroto be zero while keeping the value fosini (indicated between brackets, see text for details). Atsdtave
thin or negligible winds.

Typical errors fofTe and logg are, respectively, 1 000 K and 0.15 for the comparison dasao$éviorel et al. |(2006, 2008) and
IBriguet & Morel (2007), which is somewhat more conservathan the errors adopted in this study. We adopt typicaldrrors

of 0.10 dex for logy, 1 000 K forTeg > 20 000K andTer < 15 000K, and 500 K for 1500 < Ter < 20000K. The error
for the derived Si-abundance, log n(Si)/n(H), has beemaséid as 0.15 and 0.20 dex for objects above and below 15000 K,
respectively (see also SectlonB.3.)

HD alternative Spectral T logg n(He)/n(H) log n(Si)/n(H) & vsini Vmacro
number name Type (K)  (cgs) (km3 (kms?t) (kms?)
46328 ¢1CMa  B0.5-B1lV 27000 3.80 0.10 -4.69 6 92 11
27500 3.75 -4.8% 0.21 6+2 10+2 -
50707 15CMa B1lll 24000 3.40 0.10 -4.79 12 34 38
26000 3.60 -4.62 0.30 7+3 45+3 -
205021 B Cep B1IV 25000 3.80 0.10 -4.70 6 263 24
26000 3.70 -4.89 0.23 6+3 29+2 -
44743 g CMa B1.51 24000 3.50 0.10 -4.76 15 14 20
24000 3.50 -4.83 0.23 14+3 23+2 -
214993 12 Lac B1.51V 23000 3.60 0.10 -4.41 6 46 37
[-4.83] [12] [0]
24500 3.65 -4.8% 0.27 10+ 4 42+4 -
16582 ¢ Ceti B1.5-B2IvV 23000 3.90 0.10 -4.80 6 2 O
23000 3.80 -4.72 0.29 3 14x+1 -
886 y Peg B1.5-B2IvV 23000 3.80 0.10 -4.84 <3 101 O
22500 3.75 -4.8% 0.29 I_*f 10+1 -
29248 v Eri B1.5-B2IvV 23000 3.70 0.10 -4.73 10 243 39
23500 3.75 -4.7% 0.26 10+4 36+3 -

Table 2b. Same as for Tabl[eRa, but now for some well-studied SPBsalinst we show the results of the DETAIL/SURFACE

analysis by Briquet & Morel (2007).

HD alternative Spectral Tex logg n(He)/n(H) log n(Si)/n(H) & vsini Ymacro

number name Type (K)  (cgs) (km3 (kms?t) (kms?)
3360 ¢ Cas B2V 22000 3.80 0.10 -4.76 <3 18+2 13
22000 3.70 -4.72 0.30 1+1 19+1 -
85953 V335\Vel B2V 20000 3.80 0.10 -4.84 6 20 20
21000 3.80 -4.7% 0.30 1+1 29+2 -
3379 53 Psc B2.5IvV 20000 4.30 0.10 -4.73 <3 48«8 43
74195 o Vel B3IV 16500 3.70 0.10 -4.79 <3 18+2 18
160762 « Her B3IV 19500 4.10 0.10 -4.86 3 0
25558 40 Tau B3V 17500 4.00 0.10 -4.72 6 22 31
181558 HR 7339  BSIlI 15000 4.00 0.10 -4.79 6 42 0
26326 HR 1288 B5IV 15500 3.60 0.10 -4.49 <3 17+1 17
206540 HR 8292 BS5IV 13500 3.80 0.10 -4.79 3 42 0
24587 HR 1213 B5V 14500 4.00 0.10 -4.79 <3 25+4 21
28114 HR 1397 B6IV 14000 3.50 0.10 -4.79 <3 21+4 17
138764 HR 5780 B6IV 14500 3.90 0.10 -4.51 3 22 0
215573 HR 8663 B6IV 13500 3.80 0.10 -4.49 <3 8x1 0
39844 HR 2064 B6V 14500 3.70 0.10 -4.39 <3 16+1 0
191295 V1473 Agl B7III 13000 3.70 0.10 -4.79 3 16 15
21071 V576 Per B7V 13500 3.70 0.10 -4.79 3 22 0
37151 V1179 Ori B8V 12500 3.80 0.10 -4.79 <3 20+2 0
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Table 2c. Same as for TableRa, but now for some well-studied hot B staiigalics, we display the independent results from
the DETAIL/SURFACE analysis by Morel etlal. (2006, 2008)cept fore Car andr Sco which can be found aI.
(2008). Forr Sco, we additionally compare with the values found by Mokgral. (2005) using a genetic algorithm approach
(superscripM). The results for two objects overlapping with the study ofyRilla et al. (2008) are also indicated (superscript
P).

HD alternative Spectral Tesr logg n(He)/n(H) log n(Si)/n(H) & vsini Vmacro
number name Type (K) (cgs) (km3 (kms?t) (kms?)
93030 ¢ Car BOVp 31000 4.20 0.15 -4.38 10 188 O
31000 4.20 - -457+0.23 12+4 113+8 -
149438 7 Sco B0.2V 32000 4.20 0.10 -4.55 6 @ O
31500 4.05 - -4.76+ 0.14 2+2 8x2 -
31900" 4.181 0.12V - 10.8" 5M -
32006 4.30° 0.10 -4.50° 5P 4 4P
36591 HR 1861 B1V 26000 3.90 0.10 -4.73 6 43 0
27000 4.00 - -4.75+ 0.29 3+2 16+2 -
27006 4.1 0.10 -4.57 ¥ 12 -
52089 ¢ CMa B1.5-B2II/Ill 22000 3.20 0.10 -4.69 15 322 20
23000 3.30 - -4.77+0.24 16+x4 282 -
35468 y Ori B2II-11I 22000 3.60 0.10 -4.79 10 468 37
22000 3.50 - -5.00+0.19 13+5 51+4 -
51309 ( CMa B2.51b-1I 17000 2.60 0.10 -4.78 15 274 39
17500 2.75 - -482+0.31 15+5 32+3 -

of gravity modes with low amplitudes (see al8ppendi x Transform method, we find the projected rotational velotity
B3). In this respect, we expect stars for whighucro differs  be 44 kms?, which is slightly above the 36 km derived
from zero to be pulsators. from modelling the line profile variations (Desmet ef al. 200

For few overlapping objects, we could also compare olicluding macroturbulence in the spectral line fitting ulésin
results with those from independent studieet the following parameterd.e; = 23 000 K+ 1000 K, logg = 3.6
(200%), based on FASTWIND predictions for H and He lines 0-1,¢ = 6+ 3kms*, solar He and Si abundances (solid grey
and using a genetic algorithm approach, anm etlipes in Fig[d). Actually, the derived surface gravity ispar-
M), using ATLAS9/DETAIL/SURFACE, allowing for a fect agreement with the seismically determined value ofjlog
comparison of H, He, and Si. The consistency with both stut®-64-3.70) determined by Desmet et al. (2009).

ies is quite good, except for the Si abundance of HD 36591

: . : ) . Except for the Si abundance, our results are also in agree-
as determined by Przybilla et al. For this object, Hubriglet a . . _
(2008) have obtained a value close to ours, using the s inent witt Morel et a.(2006, see Talld 2a), who derigrl=

_ — 1
ATLAS9/DETAIL/SURFACE code. Ad hoc, we cannot judgaegle":'loo oy .1080 & logg = 3.65+ 0'15%‘ 10 4|‘;m§ g‘”d .
the origin of this discrepancy. epleted Si abundances as seem to be typical for B dwarfs in

the solar neighborhood. To account for the pulsational doa
For two targets, HD 85953 and Sco, somewhat larger ening, we needed to include a macroturbulence of 37 #ms
differences in the derived microturbulence are found. Fﬁbrcing the macroturbulence to be zero while keeping the de-
HD 85953, this difference is compensated by an opposfiged value ofv sini leaves the main physical parametéFi(
difference in the derived Si abundance. FoiSco, on the |ogg and He abundance) unaltered, while the microturbulent
gther r;a_nd_, the dfe”‘t/Ed m'CVOtU;bU!‘:‘r:‘CtE (a”dl also the %‘%b‘gelocity and the Si abundance change to compensate for the
ance) Is In pertect agreement wi € values provided gMange in profile shape: the microturbulence becomes larger
Hubrig et al. ((2008) and Przybilla etlal. (2008) within the dq12 km s, broader lines) and the Si abundance becomes lower
fined error bars, whereas the value for the microturbuleeee depleted, log n(Si)/n(HY} —4.83). As expected, this depleted
rived by Mokiem et al.[(2005) differs substantially. As th#i§l ~ s; apundancés in agreement with Morel et Al (2006), who
not derive the Si abundance, we cannot judge on the differeqgq not includevmacro in their analysis. When evaluating the
in Si abundance this would have caused. fit quality, we find, besides the expected mismatch in the Si
An even more detailed test can be done for stars with seiisee wings, also a discrepancy in the line cores of He (dashed
mically determined values of the fundamental parametéts. drey lines in FiglB). Followin09), this rhig
Lac is such a star. It is known as a non-radial pulsator witie improved by accounting for the pulsational broadening in
at least 11 independent oscillation frequen(m e troduced by the collective set of detected oscillation2ihac,
). The fact that 12 Lac is a rich pulsator clearly shows &g this would result in a shape intermediate between aoatati
in the line profiles, which are strongly asymmetric. Esplgcia and a Gaussian profile. However, the only way one can account
the Siin triplets (Sil 4552-4567-4574 and 8i 4813-4819- for this, is by using an appropriate time series of specthe T
4829) are skew. Fif]3 shows the observed spectrum (blacd)pve example illustrates that we need to account for pulsa-
which is a combination of 31 exposures. Using the Fourigonal broadening to correctly assess the Si abundance and m
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croturbulence. In this sense, it is advisable to work withytro  the diagnostic lines in a uniform way using IRA® ensure a
as a substitute for the time-dependent broadening in theeafashomogeneous treatment of the sample.
‘snapshot’ spectra. Among the GAUDI sample, we find, as expected, a lot
of fast rotators. Their spectra usually contain insufficiéme
information due to their high projected rotational velgest
Often, only the Balmer lines and the strongestiHaes (i.e.
3.1. CoRoT & GAUDI He | 4026, 4471 and 4922) can be detected, while all Si
lines are lost. The stars that were discarded for this reason

The French-led European space mission CoRoT (Convectigie HD 182519 (B5>300 kms?t), HD 50751 (B8,>200
Rotation, and planetary Transits; see “the CoRoT Bookm s1), HD 56006 (B8>150 kms1), HD 45515 (B8 V,>190
Fridlund et all 2006) was launched successfully on Decemipgk s1), HD 182786 (B8,>160 kms?), HD 50252 (B9 V,
27th, 2006. The observational setup of the CoRoT seismght40 km st), HD 169225 (B9>160 kms?), HD 171931 (B9,
ogy programme (observations of a small number of brighps0 kms?), HD 174836 (B9,>140 kms?), 176258 (B9 V,
stars over a very long period) made target selection a clitg0 kms?), HD 179124 (B9 V>270 kms?), and HD 45760
cial issue. Due to the acute shortage of available infonmati(Bg_5 V,>190 km s1). For some of the GAUDI stars, we were
on the potential CoRoT targets, the need for additional daiple to fit the spectrum despite the high projected rotaticsa
was high. Therefore, an ambitious ground-based observoig pocity, but their resulting parameters cannot be very bitia
gram for more than 1500 objects was set up, under the leadgiis concerns HD 51507 (B3 V, 148 km', HD 45418 (B5,
ship of C. Catala at Meudon, to obtain Strémgren photomgs7 kms?), HD 46487 (B5 Vn, 265 km<), HD 178744 (B5
try (uvbys) as well as high-resolution spectroscopy (FERO§in, 224 kms?), HD 43461 (B6 V, 210 km$), HD 44720
ELODIE, SARG, CORALIE, GIRAFFE, coudé spectrograpiisg, 160 km st), HD 49643 (B8 llIn, 296 km<st), HD 173370
at the 2m telescope in Tautenburg, CATANIA). These da(gg\/' 282 kms?, double-peaked &l profile), HD 179124 (B9
were collected in an extensive catalogue, maintained attfAEy, 278 kms?), and HD 181690 (B9 V, 189 knT¥). Their pa-
(Laboratorio de Astrofisica Espacial y Fisica Fundamgatad rameters can be found in Table 3.
baptized GAUDI: Ground-based Asteroseismology Uniform o other targets, we have only spectra of insufficient qual-
Dat$EaS§ Intfrfac%%%t).b died kiatﬁyt/)available which cannot be used for spectral line fitting-p

€ be stars within the & alabase were studied ses. It concerns HD 48691 (B0.5 V), HD 168797 (B3 Ve),
Frémat et al.[(2006) and Neiner ef al. (2005) and are omittegh 178129 (B3 la), HD 57608 (B8 IIi, possible instrumen-
here, since the FASTWIND code is not developed to treat stgs$ proplem), HD 44654 (B9), HD 45257 (B9), and HD 53204
with a circumstellar disc. Also double-lined spectrosedpit (g,
naries (SB2) were omitted from our sample, as their combined g, 5 few stars, we have both an ELODIE and a FEROS

spectra make an accurate fundamental parameter estimaliofioyym available, e.q., for HD 174069. From inspection of
impossible as long as the?r flux ratios are not kr_10wn. Amonga spectra, it was immediately clear that there are diffeze

the QAU,DI s.,ample,. we discovered a few candidate spectif-ig ine profiles, in particular the wings of the Balmereiin
scopic binaries, which were not known to be SB2s. It COQte mych less pronounced in the ELODIE spectra (se€IFig. 4).
cerns HD 173003_ (B5), HD 181474 (BS), HD 42959 (B8)y(5q other stars, for which we have both a FEROS and an
HD 50982 (B8, variable star), HD 51150 (B8, clearly asymmeg) op|g spectrum available, show the same discrepancy, so
ric profiles), HD 181761 (B8), HD 45953 (B9, variable stafere seems to be a systematic effect. We fitted both spec-

and HD 46165 (Bg), tra and came up with a different set of parameters. The dif-
~ Forthe few available SARG data, only the default Normglarence in logy is large & 0.5 dex) and certainly worrisome.
ized spectra were inserted |nt(_) the database and we fa'ledl'éoinvestigate this problem, we looked up the spectra in the
get hands on the raw data, which would be needed for a catgROs and ELODIE archives and realized that the merging of
ful rerectification. Indeed, the poor continuum rectifioatis 1o ELODIE spectra by the pipeline is far less accurate than
especially clear from B, but also shows up in other line proo; the FEROS spectra. This is due to an inaccurate correc-
files. Moreover, the spectral coverage of the SARG Spectra;fsy for the blaze function in the case of the ELODIE pipeline
too small to deduce any useful information. Therefore, we ey o 1o this, we also redid the merging of the orders for the
cluded all SARG spectra from our sample. The same accOUB{SHp|E spectra, before the normalization. This led to a much
for the CATANIA spectra, for which the spectral quality wagetter agreement with the available FEROS spectra. We thus
too poor for a detailed spectral analysis, so also these Spggyise future users against working with the merged and nor-
tra were omitted. We thus restrict this paper to FEROS agghized spectra from GAUDI, but rather to go back to the orig-
ELODIE spectra, having a resolution of 48 000 and 50 000, figiy| spectra in the FEROS and ELODIE archives, and not only

spectively. redo the normalization but even the merging in the case of the

~ The standard FITS data of the FEROS and ELODIE specfgop|E spectra. Unfortunately, not all stars had a spectrum
in the GAUDI database contain information about both the nor

malized spectrum, resulting from the pipeline reductiard @ + |RAF (image Reduction and Analysis Facility) is distribuite

the unnormalized spectrum. Since the quality of normabrat py the National Optical Astronomy Observatories, operdigcdhe
turned out to be insufficient for our detailed analyses, one @ssociation of Universities for Research in Astronomy,.Jnmder

us (TM) redid the normalization for all spectral ranges abu cooperative agreement with the National Science FounatiSA.

3. Application to the GAUDI B star sample
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Figure 3. lllustration of the effects of time-independent broadgron the derived parameters for 12 Lac (B2 IIl). The observed
line profiles (solid black lines) are fitted using AnalyseBstnclusion of time-independent broadening (by meansadnatur-
bulence) yields the solid grey fit, with optimum values'sini =44 km s andvmacro= 37 km s1. Forcing the macroturbulence
to be zero leaves all parameters but the Si abundance and¢h&urbulence unaltered. The resulting fit is represebiethe
grey dashed lines.

available in the ELODIE archives though, e.g., for HD 47883.2. Analysis results

(B2 111), HD 52559 (B2 IV-V), HD 48977 (B2.5 V), HD 50228 .

(B5), HD 57291 (B5), HD 51892 (B7 Ill), HD 52206 (B8) and>-2-1- Example fits

HD 53202 (B9), we could not find the original spectrum, so Wy llustrate the obtained quality of the final fits, we show in

left out these stars from our analysis. For HD 43317 (B3 IVjigs[6 td® some examples of the resulting spectral fits feeth

the archival spectrum was not usable. very different stars included in GAUDI: a ‘cool’ giant, a hot
Finally, for 17 of the remaining stars, we could not find aupergiant and a middle type dwarf.

satisfactory fit, and we decided to leave them out of the sampl

One possible explanation might be that they are singletline

binaries (see also_Massey etlal. 2009 who encountered simi-

lar problems when analyzing a large sample of LMC/SMC O-

stars).

All together, this, unfortunately, reduces our sample a lot
and we are only left with a bit more than a third of the targets
initially in the database: 66 out of 187 objects. Moreoversim
of the objects are late B-type stars. Fig.5 shows a histogram
with the breakdown of the sample following spectral subtype
The ratio marked above each bin indicates the number of ana-
lyzed targets compared to the total amount that was availabl
before the selection procedure.
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normalised spectrum
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Figure4. HD 174069: Significant (and apparently system-

atic) discrepancies are observed between the line profiles o
the FEROS (solid black line) and the ELODIE (dashed black
line) spectrum from the GAUDI database. This leads to censid

erable discrepancies in the derived stellar parametegrely)

we show the normalized ELODIE spectrum obtained from the
ELODIE archives, which shows a much better agreement with
the available FEROS spectra.
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Table 3: Stellar parameters of the analyzed GAUDI B typessfahe first two columns give the HD number of the star and tleetspl type (SpT) taken from SIMBAD. Then we
list the effective temperaturd &) of the model which was found by AnalyseBstar to match theeplaions best, the surface gravity corrected for cemafacceleration (loge,
with corresponding uncertainylog g), the He abundance (n(He)/n(H), where 0.10 is solar), tterpolated Si abundance when available, otherwise thesi@gid Si abundance
(log n(Si)/n(H), where -4.49 is solar, -4.19 is enhanced &h@9 is depleted) and the microturbulenég ¢ sini is the projected rotational velocity as obtained by apmlytne
implementation of the Fourier Transform method of Gfay GLBIA75) by Simén-Diaz & Herrdrb (2007). In some cases, we naeadditional broadening to explain the line profiles.
Therefore, we list the required macroturbulent velocityafro) and indicate the stars for which we suspect they might begpaits from the fact that they have a significagicro
We attribute a flag to each star, to represent the obtaineddlity or problems we encountered during the fitting procedi - well-fitted, 2 - probably a wrong spectral type (about
1000 K or more away from the calibrations, proposed spettp& indicated in the ‘remarks’-column), 3 - no or hardly &iyines available, mostly due to fast rotation, 4 - not very
reliable fit (for other reasons than fast rotation, see ‘mdsi 5 - He weak/Si strong, 6 - fitting of ¢4 HB3, and Hy line profiles complicated due to very broad wings which abyup
change into very narrow line cores (Iggnay be less accurate). In the last column, a few additiomaheents are given. The formal uncertainty on the effectiaeperature is 1,000 K
for Teg > 20,000 K andTer < 15 000K, and 500 K forTer < 15, 000K < Ter < 20 000K. The formal uncertainty on the microturbulence and on thewfte Si abundance is half of
the grid step in most cases: 2 kmtsind 0.025 dex, respectively. For objects below 15K00e adopt somewhat largers errorse3teviation corresponding to 2 grid steps): 3 krh,s
0.033 and 0.2 dex, respectively.

HD number SpT Ter logge n(He)/n(H) log n(Si)/n(H) & vsini vmacro Suspected flag remarks
(K) (cgs) (kmsh) (kms?t) (kms?) pulsator
48434 BOIll 28000 3.11%0.10 0.10 -4.44 15 623 31 yes 4  ELODIE, poor quality spectrum, He lines too strong
Balmer lines not well fitted due to bumps in blue wings
52382 Bllb 23000 2.7%0.10 0.15 -4.67 20 5&5 53 yes 4 P Cygni profile &inot reproduced,

HB and Hy not well fitted

170580 B2V 20000 4.1@0.10 0.10 -4.81 6 1%1 0 no 1 N(He)/N(H) lower than solar
44700 B3V 17500 3.8a&0.10 0.10 -4.93 6 &1 0 no 1 N(He)/N(H) lower than solar
181074 B3 20000 3.64 0.10 0.10 -4.35 12 1387 0 no 2 probably B2, fast rotator
45418 BS5 16000 4.8 0.20 0.10 -4.49 3 23%28 0 no 3
46487 B5Vn 14500 3.620.10 0.15 -4.49 3 2685 0 no 3
48215 B5V 14500 3.820.10 0.10 -4.49 3 983 48 yes 1 onlySill
54596 B5 20000 3.3%0.05 0.10 -4.48 6 626 53 yes 2 only Silll, probably B2
58973 B5 15000 3.430.20 0.10 -4.49 3 941 50 yes 1
177880 B5V 14500 3.8%0.10 0.10 -4.49 3 491 23 yes 1
178744 B5Vn 14500 3.710.20 0.10 -4.49 12 2245 0 no 3
43461 B6V 13500 3.3%0.10 0.10 -4.79 3 2185 0 no 3
48807 B7lab 12500 2.080.10 0.10 -4.28 6 241 27 yes 1
51360 B7III 13500 3.120.10 0.10 -3.93 3 731 55 yes 1 very high Si abundance
42677 B8 11000 3.5%0.20 0.10 -4.79 6 12%114 104 yes 2 probably B9
44720 B8 14000 3.96 0.10 0.10 -4.19 3 16@5 0 no 2 probably B5 or B6
45153 B8 11000 3.6& 0.10 0.10 -4.49 3 1424 0 no 2 probably B9
45284 B8 15000 4.1@0.10 0.10 -4.19 3 525 42 yes 2 SPB with magnetic field, skew Si Il lines, probably B5
45397 B8 11500 3.520.10 0.20 -4.79 6 15612 0 no 3
45515 B8V 11000 4.180.10 0.15 -4.49 3 19@5 0 no 2,3 probably B9
46616 B8 17500 4.2@ 0.50 0.10 -4.24 3 81 7 yes 5 He-weak star
47964 B8l 11500 3.0%0.20 0.10 -4.79 3 491 44 yes 1
48497 B8 14000 3.7@0.10 0.10 -4.58 3 141 13 yes 4,6 N(He)/N(H) lower than solar
49481 B8 11000 2.7@0.10 0.20 -4.79 3 91 13 yes 2,6 probably B9
49643 BS8llin 14500 3.8& 0.10 0.10 -4.19 3 2962 13 no
49886 B8 10000 3.3@0.20 0.10 -4.79 6 &1 16 yes 4,6
49935 B8 12500 3.330.20 0.10 -4.79 6 929 72 yes 1 log may be too low?
50251 B8V 11500 3.0@ 0.20 0.10 -4.79 3 91 17 yes 1 emission line around Si Il 4813 and Si IV 4212
50513 B8 11500 4.040.10 0.10 -4.79 6 1125 80 yes 1
55793 B8 11000 3.0% 0.05 0.20 -4.79 3 10%1 56 yes 2 probably B9, logmay be too low?
56446 B8lll 11500 3.210.20 0.20 -4.19 3 22932 13 no 3
170795 B8 15500 4.0%0.10 0.10 -4.49 3 797 37 yes 2 probably B5
171247 B8lllsp 10000 2.880.10 0.10 -4.19 6 662 20 yes 4 peculiar line behaviour
173673 B8 10000 2.90.10 0.20 -4.49 3 252 26 yes 4,6 too low log?
179761 BS8II-IIl 12500 3.3 0.05 0.10 -4.49 3 1%#1 12 yes 1
180760 B8 17000 4.0%0.10 0.10 -4.49 6 16%3 0 no 3 wrong spectral type?
44321 B9 11000 3.62 0.05 0.10 -4.79 6 9a3 30 yes 1
44354 B9 13000 3.94 0.05 0.15 -4.79 10 12345 72 yes 2 probably B7 or B8
45050 B9V 11500 3.860.10 0.10 -4.79 10 14847 0 no 3
45516 B9 13000 3.9@0.10 0.10 -4.49 6 28155 12 no 3
45657 B9 11000 4.24 0.10 0.10 -4.79 3 15336 0 no 3
45709 B9 11000 3.9% 0.30 0.20 -4.79 10 23124 10 no 3
45975 B9 11000 3.5%0.10 0.15 -4.79 3 541 56 yes 1 Vmacrotoo high
46138 B9 12000 3.930.05 0.10 -4.19 3 10@5 0 no 4
46886 B9 11000 3.0@0.10 0.10 -4.79 3 163 23 yes 1 log too low?
47278 B9 10000 3.6& 0.05 0.10 -4.79 3 3%4 25 yes 2 rather AO
48808 B9 12000 3.2%0.10 0.10 -4.79 3 4%14 63 yes 1 Vmacrotoo high, rather B8
48957 B9 12000 3.1@0.10 0.10 -4.79 3 242 23 yes 4 Ter too low?, wrong spectral type?
49123 B9 10000 3.4%0.05 0.10 -4.79 3 452 0 no 2 rather AO
52312 BIlll 11000 3.04 0.05 0.20 -4.49 3 1785 0 no 3
53004 B9 11000 3.9%0.20 0.10 -4.79 6 5%7 54 yes 1
54761 B9 11500 3.120.10 0.10 -4.79 6 531 71 yes 1 Balmer line cores slightly refilled, lggoo high?
54929 B9 10000 3.130.10 0.10 -4.49 3 461 107 yes 4 fast rotator, difficult to fit, too highacro
56613 B9 13000 3.920.20 0.10 -4.79 6 9%7 36 yes 2 rather, B7 or B8
172850 B9 11000 3.620.10 0.10 -4.49 3 T7%4 0 no 1
173370 B9V 11500 3.4 0.10 0.10 -4.79 15 2828 0 no 4 very fast rotator, no Si lines available,double-pelahy profile,
Hp refilled on both sides of the line core
173693 B9 10000 3.320.10 0.10 -4.79 3 61 22 yes 2 rather AO
174701 B9 12500 3.680.10 0.15 -4.49 3 17@2 10 no 3
175640 BOIlll 10000 3.2@ 0.10 0.15 -4.49 3 %1 10 yes 2 rather AO
176076 B9 10000 3.410.10 0.10 -4.79 3 422 0 no 2 rather AO
176158 B9 13500 3.640.10 0.15 -4.79 3 12311 0 no 2 rather B8
179124 B9V 12000 3.430.10 0.10 -4.49 15 27%#6 0 no 3
181440 BIlll 11500 3.6% 0.50 0.10 -4.49 3 587 32 yes 1
181690 B9V 13000 3.420.10 0.10 -4.49 6 1825 0 no 3
182198 B9V 11000 3.1@0.10 0.10 -4.79 3 231 12 yes 1
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On the hot side of the B-type domain, the analysis of the

20/77 early type stars (e.g., HD 172488 (B0.5 V), HD 52918 (B1 V)
0 and HD 173198 (B1 V)) show similar difficulties. The iteragiv

I 22/54 procedure tends to yield too low temperatures due to therlowe
N 20 weight of the Siv and Hell lines as we have only one weak
line. As only Sill is reliable and He is not much affected by
10| 7/20 the effective temperature in this range, we are not ablerigale
t1/5 18 1710 2/8 0,0 e 23 trustworthy results.
Ee—r——{ e

B0-0.5 B1-15 B2-25 B3 B4 BS B6 B7 B8 B9-95

Spectral type (taken from SIMBAD) HD 173370 (B9 V) shows a double peakedtprofile. This

Figure 5. Histogram of the analyzed stars within the GAUDMOrPhology is typical for a very fast rotator (in this case,
B star sample. The ratio marked above each bin indicates N1~ 280 kms™), seen almost equator-on. The disk-like
number of analyzed targets compared to the total amount tffture also strongly affects thegtand Hy profiles.
was available before the selection procedure, e.g., 1/5snea
that there were 5 objects with this spectral type in the degap We also found a few chemically peculiar stars among the
but that, for certain reasons, we were only able to analyze 1B stars in the GAUDI database. They are HD 44948 (B8 Vp),
them. In total, 66 out of 187 objects could be analyzed. HD 45583 (B8), HD 46616 (B8) and HD 44907 (B9). They
have a very rich spectrum, with a forest of sharp spectratlin
complicating the continuum determination and the fitting-pr
The corresponding physical parameters are listed ¢mss, as almostall lines are blended. The He lines of HD 45583
Tabld3, which summarizes the derived stellar parametersasé extremely weak and those of HD 46616 even completely
the analysed GAUDI B type stars. All other spectral linganished. Following Landstreet (2007), HD 45583 is a period
fits, and their corresponding parameters, can be foundiclly variable Ap star. The line spectrum is completely-dis
http://www.ster.kuleuven.bekarolien/AnalyseBstar/Bstars/. torted, hence too complicated to fit. TheilSiines are very
strong, which indeed points towards a B8 or even B9 star.

3.2.2. Comments on individual stars

In what follows, we discuss a few of the sample stars individu o _
ally, because of certain particularities, 4. Statistical properties of the sample and

physical interpretation

HD 45284. The derived effective temperature is in complet ;

agreement with what was found by Hubrig et al. (2006). Thiﬁéjl' Effective temperature scale

star is an SPB exhibiting a magnetic field. The combinatiaf derive a reliable calibration for the effective temparatas a

of the effective temperature and gravity resulting from &en fynction of the spectral subclass for B dwarfs, we need ehoug

photometry (Hubrig et al. 2006) positions the star just iblets stars for which we have accurate information for both parame

the main sequence towards the high-gravity side. Now, Wilrs_unfortunately, this prerequisite is not fulfilled tarr sam-

our newly derived logj, it falls within the expected instability pje, as can be seen from the very large scatter around the ex-

domain of the SPB stars. isting spectral-typéFres-calibrations, presented in Fig.9. The
scatter is due to uncertain effective temperatures for dame

HD 46616 (B8) is a clear example of a He-weak star: all iHe 9€ts and wrong spectral type designation_ for others. Ir}deeq
lines have extremely low equivalent widths compared to-nopeveral stars, we encountered problems in the analysmsapri
mal’ B stars. Even though the hydrogen and Si lines fit nice)y because of the absence of Silines for many fast-rotditey

the He lines are predicted too strong in our grid models type stars. These stars are t0o cool to have iresent in
their line spectrum, and the silines are completely smoothed,

) ~so that they become hardly detectable. Even when they #re sti
HD 48106 (B8) is oxygen poor based on the non-detection gfsple, the two lines of the Si 4128-4130 doublet are so heav-
the O I 7771-7775 triplet and is either He weak or Si strongly plended that they cannot be used any longer. In thesescase
We were unable to fit both the He and Si lines at the same tinjge Hey lines are the only lines that can be used to estimate the
effective temperature, which are, therefore, not religleugh

For HD 46340 (B8), only Hel 4471 and Sil 5041-5056 are 10 use in the derivation of an accurate temperature calibra-

visible. This was only sufficient to make a very rough estination. On the other hand, several stars for which we were able
of the fundamental parametef&y ~ 10000 K, logg ~ 4.1, to derive accurate values for the effective temperatuneetir

negligible wind, solar He abundance. out to have completely wrong spect_ral types. We caution the
use of spectral types as they are quite often derived from low
5 the lowermost considered He-abundance in our grid Fesolutionand low-quality spectra. Flags and remarks efith
n(He)/n(H)=0.1, see SectibnB.8. quality of individual targets were added in Talble 3.
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Figure 6. Example of the line profile fits foa ‘cool’ giant which has, meanwhile, been observed by CoRoT (Miglio et al.,
in preparation): HD 181440 (B9 1ll). Despite the low qualdf/the data, and the fact that we have no moreiSeft in this
temperature region, we are still able to obtain a satisfgigtion.

4.2. The stars in the (T, log gc)-diagram confirm them to be giants. The only exception is HD 49643, a
star of spectral type B8 lIn, i.e. with spectroscopic liméggch
Fig[I0 shows the Ter, loggc)-diagram of the analyzed may originate from nebulosity. The star is a fast rotatohvait
GAUDI stars, along with the position of instability strips., sinj of almost 300 kms. The absence of Si lines due to the
The latter were computed with the evolutionary codgigh rotation implies less reliable estimates o and logg
CLES (Scuflaire et al. 2008) and the pulsation code MARan for the bulk of the sample stars. Thus, its derived gyavi
(Dupret et al. 2002), respectively. These strips were cdemU of 3,70 dex might be compatible with its previous classifat
for a core-overshoot parameter of 0.2 times the local pressys a giant.
scale heighw@ﬂ%glﬁu%dﬁ't?-t” was inde(:]d f?undn‘ro Three of the 14 stars with luminosity class IV or V turn
Seismic modeling or 5 type stars that core oversnooting&:Clgyt to be giants, i.e. they have — within the error bars — a sur-
on average with such a valle (Aéits 2008). We thus compagge gravfct]y loggc belowy3.5. It concerns HD 43461 (B6V),
the position of the GAUDI stars with the most recent mode|$p 50251 (B8V), and HD 182198 (B9V), of which HD 43461
tuned by asteroseismology. is a fast rotator and has, therefore, less reliable paramete
For 40% of the GAUDI stars (26 out of 66), we have indue to the absence of Si lines. Regarding the other two stars,
formation on the luminosity class. All but one (i.e. 9 out )1 there is a certain possibility that they are fast rotatora/el,
with known luminosity class Il or Il are indeed situated bagl observed almost pole-on. Due to centrifugal effects, tbé st
the Terminal Age Main Sequence (TAMS hereafter), so war surface would become distorted, and effective tempera-
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Figure 7. Example of the line profile fits for the onljot supergianin our sample: HD 52382 (B1llb). While the peak of
Ha is reasonably well reproduced, the blue-ward absorptiomgih cannot be fitted at the available grid combinations ofdwi
strength parameter and wind velocity field exponent. No#&t tio interpolation is performed for these quantities, drad the
wind is considered as unclumped, which might explain theais/mismatch (e.g., Puls et al. 2006, in particular thejy. F).
The Balmer lines show bumps in the wings. It is not clear weethis is real and due to the strong wind, or if this is a spéctr
artefact. It also arises in the only cool supergiant in oorle. The interpolated Si abundance (log n(Si)/nEH4.67) is higher
than the closest grid abundance (log n(Si)/nfHy4.79, plotted here), which explains the observed discregannithe Si line

cores. In dotted lines, we show the line profiles as they waplakar with the interpolated parameters.



14 Lefever et al.: Fundamental parameters of B stars in thedf@€oRoT
HALPHA HBETA HGAMMA HDELTA
5 1.0 b8
8.; 0.8F 8.;
‘2 2
0.4 0.4 ¢ 0.4
6518 6560 6602 4818 4860 4902 4298 4340 4382 4058 4100 4142
HEPS HEI4010 HEI4026 HEI4120
05 ] 0:89F 68 3.99F
0.8 i 0.90F
0.90 0.8 i
0.7 085t 07 0.85
0.6 : : 0.80F
0.5 0.80¢ 0.6 0.75¢
0.4 0.75¢ 0.5 0.70E
3918 3970 4022 3998 4010 4022 4013 4025 4037 4108 4120 4132
HEI4140 HEI4387 HEI4471 HEI4713
1.00 1.00 1.0 1.00
0.90 0.90 52 0.90
0.80 0.80 0.7 0.80
0.70 0.70 8@ 0.70
4138 4144 4150 4378 4390 4402 4458 4470 4482 4706 4714 4722
HEI4922 HEI66/8 Sill4128 Sill4130
09 5 b:90F ERRL):
0.8 0.90¢ 0.90¢F
0.8 0.7 0.85¢ 0.85+¢
e 3581 358
0.6 8:2 0.70 & 0.70F
4908 4920 4932 6668 6680 6692 4124 4127 4131 4127 4131 4134
Sill5041 Sill5056 Silll4552 Silll4567
1.00 1.00 F == 1.00 é.gg
0.95} 0.95F 98t f
0.95F 0.96F i
0.90F 0.90¢ 0.94 F ]
.85k 0.85F 0.90F 0.92F 1
0.80L j 0.80¢ 0.85t% j 888t ]
5037 5041 5045 5052 5056 5060 4547 4552 4557 4563 4567 4572
Silll4574 Silll4716 Silll4813 Silll4819
1.00E 1.00 3-89 é.gg%ﬁ
882 \/ 0.90 0.96¢ 0.96 ;
: 0.94F
0.94 0.80 0.92F 993 %
8:35 0.70 8:88¢ B:28
4570 4575 4580 4712 4716 4720 4809 4813 4818 4814 4819 4824
Silll4829 Silll5739 SivV4212 SilvV4950
1.00 V4 1.00 1.00°¢ 1.00
0.96f 0.96F 0.96 0.96F
0.94F 0.94F 0.94 0.94 ¢
0.92F 92F 0.92 92
0:36 8:38 0:36 8:38
4824 4829 4834 5736 5740 5744 4208 4212 4217 4946 4950 4954

Figure 8. Example of the line profile fits for aimtermediate hot dwarfHD 44700 (B3 V). The strong lines on the blue side of
Siin 4716 and Sil 4819 are easily mistaken for the Si lines themselves. Thiseiseason why we always indicate the exact
position of the transition during the full preparation pees. The misfit of He4010 and 4140 is due to incomplete broadening
functions of these lines. These lines were not used duriaditting procedure, but only as a double check afterwards (se
Appendi x[B_I)). We observe a similar behavior in several other stars. hikplines, even the weakest, fit very well. The shape
of Hel 4471 is even perfect.
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Figure 9. Effective temperature as a function of spectral typ&tars, with the correspondingrzerror bars. Symbols are the
We compare the position of our sample stars to existing tefRM€ asin Fi@l9. The dotted line represents the ZAMS, and five
perature scales: for Galactic dwarfs, for spectral typemgs  INitial ZAMS masses - iV, - have been indicated. The most
(Trundle et al. 2007, solid black line), for dwarfs in theiemB rec_en'F theoretical instability domains f_or tﬁeCephg (thick
type domain[(CrowthEr 1998, dashed black line), for Gatac$olid line) qnd the SPB stars (dgshed lines) for main-sexgien
B supergiants (Lefever etlal. 2007b, dotted grey line) and fgodels, with a core .overshootm valug Qf 0.2 times the lo-
Galactic and SMC B supergiants (Markova & Pluls 2008, solftl Pressure scale height, are sho 7@b)
grey line). Due to wind blanketing effects, the calibratidar gether with the instability domains for post-TAMS model$twi
the B supergiants lie at lower temperatures than the céiis ¢ :otted and = 2 (black dotted) g-modes computed
for B dwarfs. The supergiants (I.c. 1) are indicated by diace PY Saio et al.[(2006). The TAMS is shown as the low-gravity
the (sub)giants (l.c. I and I11) by asterisks and the (suigds ©€dges of the SPB and Cephei instability domains around
(l.c. IV and V) by squares. Filled circles indicate the stians loggc = 3.5.

which we do not have any a priori information on luminosity

class. It can be seen that spectral types taken from thatliter
can be quite inaccurate (see text).

we observe twice the number of expected giants when com-
paring with standard models. Rotation was also found to be a
necessary ingredientin evolutionary models in order tdagmp
ture (due to gravity darkening) and surface gravity inceeathie number of observed giants in the well-studied openetsst
towards the pole. If observed pole-on, both quantities mighandyPer (Vrancken et al. 2000, in particular their Fig. 3).
be underestimated with respect to their average valuesh®©n t
other hand, also the main sequence gets extended compgred + o 4 croturbulent and rotational velocities
to standard models when rotation is taken into account,(e.qg.
IMaeder & Meynet 2000). Similar results to ours were obtainatthen comparing the rotational broadening with macroturbu-
by \Hempel & Holweger|(2003), who found 6 out of their 27ence, we observe a systematic trend of increasigg, with
sample stars with spectral type from B6V to B9V to have iacreasing sini for those stars for which some pulsational be-
logg below 3.5. havior may be expected, i.e., for the stars whegg, cannot
Depending on the input physics, stellar evolution theobye neglected (filled circles in Fig.111). This is consisteithw
shows that roughly 10 — 20% of the B8-B9 stars are in the dW#arkova & Puls (2008, and references therein), who found
ant phase, but only 2 to 5% of BO-B3 stars (00(D|at, in almost all cases, the size of the macroturbule il
'Scuflaire et dl. 2008). >From the 40 stars without luminosityas similar to the size of the rotational velocity. On theesth
class treated by us, 11 turn out to be beyond the main sequehesd, they also foundsini and vmacro to decrease towards
Fromthe 14 dwarfs, 3 turn out to be giants as well, and from theter subtypes, being about a factor of two lower at B9 than at
10 giants, one turned out to be a dwarf instead. Thus our saB®-5, and that, in none of their sample stars, rotation aleaee
ple contains 23 giants, 19 of which have spectral type B8-B&ble to reproduce the observed line profiles. We cannot confir
As our sample contains in total 51 stars of spectral type B3-Beither of both statements, as we have found, on the contrary,
this means that the percentage of late type giants in ourlsampany cases with zero macroturbulence, and many late B type
(37%) is about twice the expected one. Only five stars in ostiars with very high macroturbulent velocities. The trend-c
sample have spectral types earlier than B3, one of which isi@ctingv sini andvmacro SUggests that both broadening mech-
giant, which is too low number statistics to verify the exjgelc anismsare difficult to disentangle. All Vimacro-values seem to
percentage. We found 20 of the 40 stars without luminosibe at least one third ofsini , as can be derived from the posi-
class to havesini above 90 kms', and for 8 of them even tion of the filled circles above the dashed line in Eid. 11.rfro
vsini > 150 kms?. This fast rotation may again explain whya certain projected rotational velocity on (i.e., aroursini
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Figure11l. Comparison between the macroturbulence arﬁﬂgure 12. Same as Fi§10, but representing the values of

the projected rotational velocitysini . The solid line is the VmacrofOr the GAUDI B star sample. The size of the symbols is
1-1 relation, while the dashed line represents the relatiBFbportional to the/macrsvalue.

Ymacro/ v SiNi = 1/3. Those stars which we consider as non-
pulsating (i.e., which have a negligiblg,acr9 are indicated
by open circles. The filled circles represent suspectedmrts e N — .

(i.e., they have a significamfacro)- 2.0 O b
25F 5

=120 kms?, dotted vertical line), it is impossible to separate 2 f

both effects, as the pulsational behavior (representeghkyo) £ 3.0 7

completely disappears in the projected rotational bromden o f

Following the earlier argumentation that stars which have a & 3.5 b

non-negligible macroturbulent velocity may have the latge i

pulsational amplitudes, we investigated the behaviorato 40F E

in the (Ter, logg)-plane (see Fig.12). On a global scale, the i

Vmacrgvalues show a random spread. The position of some in- 4.5

450 440 4.30 4.20 4.10 4.00

dividual cases is intriguing, e.g., the supergiant HD 5238¢ g Ty (K)

Ter ~ 4.36, logg ~#2.71). The star’s position is compatible with

the_ oceurrence of gravity modes excited by the opacity meclpl- ure 13. Same as Fif. 12, but the size of the symbols is now
anism in evolved stars and may belong to a recently foun

class of pulsating B-tige supergiants (Lefever ét al, 2D0%® ggrpg;trf;gl to the microturbulent velocityof the GAUDI B

pointed out b I 9), these gravity-mode &@scil
tions may result in pulsational line broadening, hence iga h
vmacrovalue we find. HD 48807 (B7 lab) and HD 48434 (BO III)5. Future use of our results
also show macroturbulence and may belong to the same class.
Some of the dwarfs in the sample show macroturbulence, eTthe GAUDI database was set up during the preparation of the
HD 48215 (B5V), HD 177880 (B5V) and HD 50251 (B8 V)CoRoT space mission. We applied our developed automated
might be g-mode pulsators in the SPB instability domain. lamool for the determination of the fundamental parametensito
stars with logy below 3.5 show a reasonable to langgcro  merous B stars in this database. A recent independent study
which may imply them to be pulsators. It is noteworthy that alised the same database to determine the abundances of the
instability computations for mid to late B stars so far haget 89 B6-B9 stars in GAUDI, using a different approach based
computed for non-rotating models and were stopped artificiaon LTE atmosphere models without wind and LTE occupation
at the TAMS from the argument that no star is expected to hembers. We refer to Niemczura et al. (2009) for the underly-
found in the Hertzsprung gap. B8 to B9 stars, however, craag assumptions, but mention here that a mild depletion tf bo
this gap at a much lower pace than stars with spectral type e=& and Si, with average values of the iron and silicon abun-
lier than B7 and our observational spectroscopic resulistpodances of 7.180.29 dex and 7.220.31 dex, respectively, was
out that it would be worthwhile to extend the instabilityistr found for their sample. This result was obtained from spewtr
computations past the TAMS. synthesis in the LTE approximation, by fixing the effectiemt
Finally, the magnitude of the microturbulence seems to Iperatures from photometric calibrations, the microtuebak at
randomly distributed in theTg, logg)-diagram, and in no way 2 kms™* and ignoring any macroturbulence in the line profile
related to the effective temperature nor the surface grésite fits. The mild Si depletion is in agreement with our results fo
Fig [13). the Si abundance of the late B stars treated by us.
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Meanwhile the first data of CoRoT were released to tli&vans, C. J., Smartt, S. J., Lee, J.-K., et al. 2005, A&A, 437,
public. Two of our sample stars were already observed by467
the satellite. It concerns HD 181440 (B9 Ill) and HD 18219Brémat, Y., Neiner, C., Hubert, A.-M., et al. 2006, A&A, 451,
(B9 V). The spectra of these stars were available in the GAUDI 1053
database and their parameters are listed in Table 3. Thsir sEridlund, M., Baglin, A., Lochard, J., & Conroy, L., e., eds.
mic analysis is under way (Miglio et al., in preparation). 2006, ESA Special Publication, Vol. 1306, The CoRoT
We also point out that one of the primary targets of CoRoT Mission - Pre-Launch Status - Stellar Seismology and Planet
is HD 180642 (B1.5 lI-ll), which is a mildly N-enriched, ap- Finding
parently slowly rotatingd Cephei star, discovered by AeértsGiddings, J. 1981, PhD thesis, University of London, UK
(2000). Morel & Aerts 7) determined its fundamental pdsréafener, G., Koesterke, L., & Hamann, W.-R. 2002, A&A,
rameters from high-resolution spectroscopy and derivgd= 387, 244
24500+ 1000K and logg = 3.45 0.15¢ =12+ 3kms?®. By Gray, D.F. 1973, ApJ, 184, 461
means of AnalyseBstar, we found the model With = 24000 —. 1975, ApJ, 202, 148
+ 1000 K, logg = 3.4G: 0.10 andt = 13+ 2 kms* to be the —. 1976, The observation and analysis of stellar photogsher
best fitting one, so our results agree very well with theire. W (New York, Wiley-Interscience)
thus classify this star as a pulsator very close to the TAMS.Handler, G., Jerzykiewicz, M., Rodriguez, E., et al. 2006,
will be very interesting to know if this spectroscopic resuill MNRAS, 365, 327
be confirmed by the seismic modeling of oscillation frequeitauschildt, P. & Baron, E. 1999, J. Comp. Appl. Math., 109,
cies derived from the CoRoT space photometry, because thig1l
would imply one of the feys Cephei stars very close to the enddempel, M. & Holweger, H. 2003, A&A, 408, 1065
of the core-hydrogen burning stage. Hillier, D. J. & Miller, D. L. 1998, ApJ, 496, 407
At the time of launch, the CoRoT space mission was norhtubeny, |. & Lanz, T. 2000, Bulletin of the American
inally approved to operate through 2009, but, given its bxce Astronomical Society, 32, 1531
lent performance, the operations will probably be prolahgeHubrig, S., Briquet, M., Morel, T., et al. 2008, A&A, 488, 287
It is therefore to be expected that several more B-type starsHubrig, S., Briquet, M., Schdller, M., et al. 2006, MNRAS,
GAUDI will be observed by the mission in the near future. 369, L61
Hunter, I., Brott, I., Lennon, D. J., et al. 2008a, ApJ, 6789L

AcknowledgementsThe research leading to these results has re:
ceived funding from the European Research Council under tE'eumer’ l., Dufton, P. L., Smartt, S. J., et al. 2007, A&A, 466
European Community’s Seventh Framework Programme (FB7/20 217

2013)/ERC grant agreementa27224 (PROSPERITY), as well Hunter, I., Lennon, D. J., Dufton, P. L., etal. 2008b, A&A A7
as from the Research Council of K.U. Leuven grant agreement®41

GOA/2008/04. The authors wish to thank Alex de Koter cotgitdr ~ Kudritzki, R. & Puls, J. 2000, ARA&A, 38, 613

insightful discussions and helpful comments throughoetgtoject. Kurucz, R. L. 1993, CD-ROM 13 (Cambridge: SAO)

The authors would like to thank the anonymous referee faralede Lefever, K. 2007, PhD thesis, Institute of Astronomy,
comments and suggestions on how to improve this paper. K.U.Leuven, Belgium

Lefever, K., Puls, J., & Aerts, C. 2007a, in Astronomical
Society of the Pacific Conference Series, Vol. 364, The

References Future of Photometric, Spectrophotometric and Polariimetr

Aerts, C. 2000, A&A, 361, 245 Standardization, ed. C. Sterken, 545

Aerts, C. 2008, in IAU Symposium, Vol. 250, IAU Symposiumlefever, K., Puls, J., & Aerts, C. 2007b, A&A, 463, 1093
237-244 Levenberg, K. 1944, The Quarterly of Applied Mathematics, 2

Aerts, C. & De Cat, P. 2003, Space Science Reviews, 105, 45364

Aerts, C., Puls, J., Godart, M., & Dupret, M. 2009, A&A, inMaeder, A. & Meynet, G. 2000, ARA&A, 38, 143
press [astroph/0909.3585] Markova, N. & Puls, J. 2008, A&A, 478, 823

Briquet, M. & Morel, T. 2007, Communications inMarquardt, D. 1963, SIAM J. Appl. Math., Volume 11, Issue 2,
Asteroseismology, 150, 183 431

Butler, K. & Giddings, J. R. 1985, in Newsletter on Analysidassey, P., Zangari, A. M., Morrell, N. I., etal. 2009, Ap926
of Astronomical Spectra, No. 9, Univ. London 618

Crowther, P. A. 1998, in IAU Symposium, Vol. 189 Mazumdar, A., Briquet, M., Desmet, M., & Aerts, C. 2006,
Fundamental Stellar Properties, ed. T. R. Bedding, A. J.A&A, 459, 589
Booth, & J. Davis, 137 Miglio, A., Montalbéan, J., & Dupret, M.-A. 2007a, MNRAS,

Decin, L., Hony, S., de Koter, A., et al. 2007, A&A, 475,233 375,L21

Desmet, M., Briquet, M., Thoul, A., et al. 2009, MNRAS, 396,—. 2007b, Communications in Asteroseismology, 151, 48

1460 Mokiem, M. R., de Koter, A., Puls, J., et al. 2005, A&A, 441,
Dufton, P. L., Smartt, S. J., Lee, J. K., et al. 2006, A&A, 457, 711
265 Morel, T. & Aerts, C. 2007, Communications in

Dupret, M., De Ridder, J., Neuforge, C., Aerts, C., & Scuflair Asteroseismology, 150, 201
R. 2002, A&A, 385, 563



18 Lefever et al.: Fundamental parameters of B stars in thedf@€oRoT

Morel, T., Butler, K., Aerts, C., Neiner, C., & Briquet, M. 26,
A&A, 457, 651

—. 2007, Communications in Asteroseismology, 150, 199

Morel, T., Hubrig, S., & Briquet, M. 2008, A&A, 481, 453

Neiner, C., Hubert, A.-M., & Catala, C. 2005, ApJS, 156, 237

Niemczura, E., Morel, T., & Aerts, C. 2009, A&A, 506, in press
[astroph/0909.4934]

Pauldrach, A. W. A., Hoffmann, T. L., & Lennon, M. 2001,
A&A, 375, 161

Prialnik, D. 2000, An Introduction to the Theory of Stellar
Structure and Evolution (Cambridge, UK: Cambridge
University Press)

Przybilla, N., Nieva, M.-F., & Butler, K. 2008, ApJ, 688, L20

Puls, J., Markova, N., Scuderi, S., et al. 2006, A&A, 454, 625

Puls, J., Urbaneja, M. A., Venero, R., et al. 2005, A&A, 435,
669

Repolust, T., Puls, J., Hanson, M. M., Kudritzki, R.-P., &
Mokiem, M. R. 2005, A&A, 440, 261

Saio, H., Kuschnig, R., Gautschy, A., et al. 2006, ApJ, 650,

1111

Santolaya-Rey, A. E., Puls, J., & Herrero, A. 1997, A&A, 323,
488

Scuflaire, R., Théado, S., Montalban, J., et al. 2008, Ap&SS,
316, 83

Simoén-Diaz, S. & Herrero, A. 2007, A&A, 468, 1063

Solano, E., Catala, C., Garrido, R., et al. 2005, AJ, 129, 547

Trundle, C., Dufton, P. L., Hunter, I., et al. 2007, A&A, 471,
625

Urbaneja, M. A. 2004, PhD thesis, Instituto de Astrofisica de
Canarias, Spain

Vrancken, M., Lennon, D. J., Dufton, P. L., & Lambert, D. L.
2000, A&A, 358, 639



Lefever et al.: Fundamental parameters of B stars in the F@o&oT, Online Material p 1

Online Material



Lefever et al.: Fundamental parameters of B stars in the F@o&oT, Online Material p 2

Appendix A: Formal convergence tests for Although the models given in TallleA.1 were selected as

synthetic FASTWIND spectra — some details the best fitting models, the program additionally came uj wit
some other models, which agree with the input model within

Before applying AnalyseBstar to real, observed spectra, ¥y errors, introduced by the artificial noise and the eriors
first tested whether the method is able to recover the iNRHE determination of the equivalent widths (datasets A to F)
parameters of synthetic spectra. For this purpose, we ftave gnq/or the various interpolations (datasets D to 1). Faainse,
ated several synthetic datasets in various regions of EEeAM{or gataset I, AnalyseBstar came up with a second posgibilit

space. We will not dwell on discussing all of them here, but Wgith slightly different parameters, even closer to the ingata:
have chosen three specific examples, each representatie figq g = 1.7 £ = 6.5 km s?, vmacro= 14.6 kms?, N(He)/N(H)

different type of star: _ . = 0.12, but with log n(Si)/n(H) = -4.49 (the other parameters

- Dataset A:a BO.5 | star with a rather dense stellar wind angyg the same as the ones for the model in the table). As the Si
strongly enhanced helium abundance, _ abundance is overestimated compared to the input value, the
- Dataset B: a B3 |l star with a weak stellar wind and &; jines are overall a bit too strong and the final fit is slightl
depleted Si abundance _ _ worse than the one for the model in the table.

- Dataset C: a B8 V with a very thin stellar wind. In all nine cases, the input parameters are well recovered.

Typically 10 to 150 models are selected and considered glurin

Each dataset has been convolved with both a rotational and analysis cycle. The number depends not only on the choice
a macroturbulent broadening profile. The projected rotatio of the initial parameters, but also on the accuracy of the-mea
velocity adopted is 50 knT$ for each dataset, characteristigured quantities and the applied procedure (hence, thestemp
for a ‘typical’ slow rotator. In the case of low and intermeature domain, see below). We considered numerous other test
diate resolution spectra, there is also the possibility&oyc cases, which are not included in this text, but for which the i
out an additional Gaussian, instrumental convolutionsT&i put parameters were equally well recovered. Slight deosiati
however, not necessary for spectra with such high resaolutipom the input parameters are as expected. Also in the cowl te
as FEROS and ELODIE. Artificial (normally distributed) m@is perature domain (datasets C, F and 1), where our alternative
was added to mimic a real spectrum with a mean local SNR@jtimization ‘method 2’ is required (see Sec{ionlB.3), we ar
150, which is more or less the minimal local SNR obtained fgfill able to deduce reliable parameter estimates, atfeagte
the GAUDI sample. synthetic models. The results for the Si abundance in datise

Finally, we have gone through the full process of the prepeearly show the problem for estimating the abundances when
ration of the spectra as if it were real data, i.e., definigElV  only one ion is present: the estimation of the Si abundaneg wa
of all available lines, measuring the SNR to account for tHer this particular test case, not equal to the input valuaew
errors on the EW and fixing the projected rotational velocitwe have only Sil lines, the results cannot be as secure as when
Since we are dealing with synthetic data, obviously no nbrmave have two ionisation stages of Si. This problem has been ac-
ization was required. counted for by adopting somewhat larger errors on the derive
TabldA.] lists the input parameters for the three syntheparameters, for objects wiffyz < 15 000K (see TablEI3).
datasets as well as the output parameters, obtained froaptheWhen the observed object is close to one of the borders of the
plication of AnalyseBstar. For each dataset, the secondwol grid, the method takes ‘the border’ as the closest matcts Thi
gives the derived ‘interpolated’ values, while the thirduron will, consequently, lead to larger errors in some of the pthe
lists the parameters of the closest (best fitting) grid molakel parameters.
the ideal case, both should be exactly the same as the input paThe derived sini -value, which is difficult to disentangle
rameters. This depends, however, on how well the equival&mm the macroturbulent velocity, agrees very well with tfre
widths were measured and minor deviations occur as expecttted values, irrespectivegfacro This shows that the Fourier
Besides these three cases, in which we started from a simth€tansform method indeed allows to separate both effects. Al
model which is one of the grid points, we have additionalrcrtogether, this gives us confidence that our method is working
ated three synthetic datasets for which the parametersiie-i reliably and that the procedure will also be able to recolver t
tween different grid points. In analogy to datasets A to @irth true physical parameters from real spectra.
profiles have been convolved with both a rotational and macro The macroturbulent velocity is the only fit parameter for
turbulent broadening profile and artificial noise was addé@. which significant deviations arise, #macro IS low (< 30
input parameters and the results of the analysis have beledadkm s™). Larger macroturbulences are well recovered, how-
to TabldA.1l as datasets D, E and F. ever. Especially for datasets C, E and |, wheggois only
A third set of models (G, H, I) consists of models computed fdi0-15 kms?, the deviation is large (of the order of 15 to
parameters not included in the grid, but within the grid tsni 30 km s1). To understand this discrepancy, we first had a look
and this time without noise, with the aim to test the predéecti at the line profiles, which show that the fit is almost perfect f
power of our method, independent of the source of errors ifts vmacro (S€€ FigiAL). After verifying the fit quality, we also
troduced by the noise. The rotational velocity applied fese verified that the discrepancies do not arise from our applied
test models is 30 knT$, and the macroturbulent velocity is 15procedure, by performing several tests on simulated spentr
kms. We find an overall very good agreement of the closeshich we leftvmacroas the only free parameter. In all cases, the
grid model and the interpolated values with the input parammacroturbulent velocity was recovered very well, with devi
ters. tions within 5 km s*. The (sometimes significant) deviations in
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Ymacro C@Nn be understood as a compensation for differences beportant for the determination of the gravity, which degen
tween the interpolated values of the ‘observed’ line prefiled sensitively on the Balmer line wings.

the closest grid model. Indeed, as show009

small deviations in the wings of the Si profiles can result i
wrong estimates ofmacro@andy sini , because these two veloc
ity fields are hard to disentangle whenever one of them islsm
Thus, the values derived fomacro Should be treated with cau-
tion. This does not affect the derivation of the other parnse
however, since a convolution with thgcsprofile preserves
the EW of the lines. It is the EW, and not the line profile shapkine selection. As a standard procedure, we compute a num-
which is used for the derivation &, £ and log n(Si)/n(H). ber of line profiles in the optical from the underlying model
The other parameters (gravity, mass-loss rate, and wirmtvelatmosphere. These standard line profiles can be used directl
ity law) remain unaffected because they are deduced from fhemputing additional line profiles is, however, straightfo
Balmer lines, which are not very sensitive to thecro values ward. The selection of lines to be used during the spectedt an
due to the dominance of the Stark broadening. Thus we fiféis in AnalyseBstar is gathered from a file which contains a

a very good agreement between their input and output valggfault (but easily editable) list of currently used optiases
(TabldAd). (see below). We distinguish between optical lines that lall

used for the prediction of the physical parameters durirg th

spectral line fitting procedure and those that will not beduse
Appendix B: Methodology of AnalyseBstar explicitly for reasons of uncertainties, either in the theto

cal predictions or in the observed spectrum (due to problems
In what follows, we give a detailed description of Analys&s in merging or normalization). The goodness-of-fit of the lat
In Fig.[B.1, a flowchart of the full program is drawn schemater lines is only checked to investigate systematic difiess
ically. The reader is advised to follow this context diagrametween theory and observations, which can be useful input
throughout the further description of AnalyseBstar. for considerations regarding further improvements of atom
data and/or atmospheric models. They aeettel 4010, 4120,
4140 and Siv 4950. The lines thawill be used in the fit-
ting procedure for their predictive power are the followitige
No automatic method can fully replace the ‘by-eye’ procedurBalmer lines H, H3, Hy and H, the neutral and singly ionized
and this is also true for AnalyseBstar. A few steps still iegu He lines Ha 4026, 4387, 4471, 4713, 4922, 6678,1H4541
human intervention. This especially concerns the prejosratand Heill 4686, and the Si lines in their three different ioniza-
of the spectra and the input for the main program, as will lfien stages Si 4128-4130, Sil 5041-5056, Siil 4552-4567-
shown in the following. 4574,4716,4813-4819-4829,5739)\64116 and Siv 4212.

Hell 4200 was excluded as it can only safely be used for O-

type stars and not for B-type stars. At least for dwarfs, lyon

Obs_ervation of pec_uligrities. Thefirstthing to be done W_henappears at temperatures above about 25000 K, where itlis stil
starting the analysis is to inspect the spectrum regardig %verruled by NI, while at hotter temperatures, He4200 is
‘abnormalities’, such as line behavior resulting from riabkuy for 50% blended by M1

disks, binarity or other peculiarities. Special featuras and
should be detected through eye inspection.

Radial velocity correction. The spectra need to be corrected
for radial velocity shifts. Shifting the spectrum to restwea

ngth automatically has not been included in the current ve
sion yet.

B.1. Preparation of the input

Signal-to-noise measurement. To estimate the error on the
. o ~equivalent width as accurate as possible, we need to determi
Merging and normalization of the spectra. When dealing ihe signal-to-noise ratio, SNR. Since the SNR can vary a lot
with échelle spectra, like the ELODIE and FEROS spectra {fjth wavelength, we chose to calculate theal SNR for each
the GAUDI database, we first need to merge the spectral ordgss separately, by using a continuum region close to the lin
before the_spectrum can be normalized. This is a very.delic‘erthiS is done manually through the indication of the left and
and non-trivial process. The edges of the orders are oft&y,noyight edges of the continuum interval. The SNR is then given

due to the decrease in sensitivity of the CCD near its edges, &y the mean flusE, divided by the standard deviatier(F) of
are therefore removed. Spectral lines falling inconvetiyem e fiyx in this interval, i.e.,

the edge of one spectral order or in the overlap region of two

consecutive orders, thus resulting in a cut-off within thecs SNR= F¢/o(Fo).
tral line, are not reliable to derive accurate stellar infation.
They can, in the best case, only be used for a consistenci ch8

bserved equivalent widths and their errors (cf. Fig.[B.2).
afte_rwards. After_ the sp(_ectr_a have b‘?e” merggd, the_y are Nfe equivalent widths of most He and Si lines can be measured
malized through interactive interpolation of continuumioss.

- by a Gaussian non-linear least squares fit to the observed lin
This is done over a large wavelength coverage, where surfficie

. : ; o profiles, using the Levenberg-Marquardtalgorith
continuum regions are present, in order to avoid line corr ¥944] Marquardt 1963). We thoroughly tested whether this wa
tion which will propagate in the derivation of the fundamen-
tal parameters. The normalization especially proves todog v & See http://www.Isw.uni-heidelberg.de/cgi-bin/webgyes cgi
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Table A.1. Input parameters for the synthetic models (IN) are comptréie actual output parameters (OUT) obtained through
the application of AnalyseBstar to these synthetic dateffective temperaturé, the surface gravity, log, the wind strength
parameters, log Q (see below), the wind velocity expongrihe He abundance, n(He)/n(H), the Si abundance, log n(8l)/

the microturbulent velocity, the projected rotational velocity,sini , the macroturbulent velocitymacro the time elapsed in
seconds during the run of AnalyseBstar, and the number terdiit models that have been checked throughout the prozedu
The wind strength parameter log Q is given by Mg(Vv.. R.)%°, whereM is the mass-loss rate,, the terminal wind velocity,
andR, the stellar radius. In our grid, we allow for 7 different vaf) represented by a character: log Q =-14.30 (O), -14.00 (a)
-13.80 (A), -13.60 (b), -13.40 (B), -13.15 (C), -12.70 (D).

Datasets A, B, and C are models which lie exactly on a gridtpaihereas dataset D, E, and F are models which lie in between
the gridpoints. Artificial noise was added to the synthatie Iprofiles in these two datasets, to simulate a real spactfine
models for datasets G, H, and | also lie in between the gridpobut no artificial noise was added and a lowsini (30 km s
instead of 50 km ) was used in order to test the predictive capabilities ofrtieghod. The ‘interpolated’ values derived for
the parameters, as well as the best fitting (i.e. closest)rgadel are given. The parameters in italics are those fochuo real
interpolation was made, but for which the most represemtafiid value is chosen. The longer computation times foctwer
models are due to the different method applied in this range.

IN OuUT OuUT IN OuUT OuUT IN OuUT OuUT
inter-  grid inter-  grid inter- grid
polated polated polated
fit parameter Dataset A Dataset B Dataset C

Ter (K) | 23,000 22,600 23,000 18,000 18,100 18,000 13,000 13,000 13,000

logg(cgs) 2.7 2.7 2.7 3.3 3.3 3.3 4.2 4.2 4.2
log Q (char) C C C A b b (@) a a
B 2.0 2.0 2.0 1.5 1.2 1.2 0.9 0.9 0.9
n(He)/n(H) 0.20 0.18 0.20 0.10 0.08 0.10 0.10 0.08 0.10
log n(Si)/n(H) -4.49 -4.49 -4.49] -4.79 -4.81 -4.79] -4.79 -4.79 -4.79
£ (kms?) 10 10.2 10 15 15 15 6.0 7.3 6.0
vsini (kms?) 50 48+ 2 48+2 50 48+ 4 48+ 4 50 51+1 51+1
Vinacro (KM S1) 20 29+ 4 29+4 30 33+2 33+2 10 30+1 30+1
time (s) 142 494 2344
checked modelg 10 21 128
Dataset D Dataset E Dataset F

Ter (K) | 21,120 20,985 21,000 15,100 15,030 15,000 11,880 11,500 11,500

logg(cgs) 3.98 4.0 4.0 1.83 1.80 1.8 2.43 2.3 2.3
log Q (char) b b b A A A a (0] (@)
B 1.42 2.0 1.2 2.8 3.0 3.0 1.02 0.9 0.9
n(He)/n(H) 0.14 0.11 0.10 0.08 0.09 0.10 0.18 0.20 0.20
log n(Si)/n(H) -4.85 -4.80 -4.79] -4.23 -4.16  -4.19| -4.49 -4.19 -4.19
£ (kms?) 12 15.7 15 11 10.6 10 9 6.3 6
vsini (kms?) 50 52+ 6 52+6 50 50+ 7 50«7 50 54+1 54x1
Vinacro (KM S1) 40 33+5 33+5 10 39+ 7 39+7 70 67+7 67+7
time (s) 174 392 1254
checked modelg 10 26 95
Dataset G Dataset H Dataset |

Ter (K) | 24,800 24,650 25,000 18,600 18,392 18,500 10,910 11,000 11,000

logg(cgs) 3.33 3.3 3.3 2.78 2.8 2.8 1.72 1.8 1.8
log Q (char) B B B (@) A A C C C
B 1.1 1.2 1.2 1.0 0.9 0.9 2.10 2.0 2.0
n(He)/n(H) 0.11 0.12 0.10, 0.14 0.13 0.15 0.11 0.09 0.10
log n(Si)in(H) | -4.52 -4.48 -4.49| -4.25 422 -4.19| -4.67 -4.79 -4.79
& (kms?) 13 13.5 12 4 33 3 7 8.6 10
vsini (kms?) 30 30+1 30+1 30 30+1 30+1 30 30+1 30+1
Vmacro (KM s1) 15 12+ 4 12+4 15 207 20+7 15 0 0
time (s) | 2119 2284 356

checked modelg 66 67 15
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Figure A.1. Example of the fit quality for dataset E. The slight discregpein the cores of the Si lines arises from the difference
in Si abundance between the interpolated value (log n(t)/a -4.16) and the closest grid value (log n(Si)/n(H) = 9.1

a justifiable approach by comparing, for multiple line pesil though, in reality, 1/SNR may be slightly larger in the cores
of stars with completely different properties, the equéveal since it is proportional toy1/S, with S the obtained signal at
widths computed from a Gaussian fit to the observed line ptrese wavelengths. When the user deems it necessary, é)he c
files with those computed from a proper integration of the lirapply a correction for the continuum level by a local reffecti
pixel values. This comparison resulted in a minimal differe cation, e.g., in the case that the normalization performexa o
between both approaches. Some lines obviously cannot beditarge wavelength range is locally a bit offset. If the dffse
ted by a Gaussian, e.g., the He lines with a strong forbiddisndifferent on the blue and red side of the line, then the fac-
component in their blue wing or Stark-broadened lines sutdr should be wavelength dependent. Therefore, we allow for
as those from hydrogen. The EW of such lines are determirgedinear rerectification by a fact@l + b. Another source of

by proper integration. In all other cases, where the lindilgro uncertainty in the EW is introduced by using a Gaussian fit to
is well-represented by a Gaussian fit, the the observed EWestimate the EW. Each of the above factors have been included
given by the integral of the Gaussian profile. in the total error budget of the EW.

The main source afncertainty in the EW determinatiasiin-

troduced by the noise and its influence on the exact posifion o

the continuum within the noise. To account for this we mU'tbetermination of vsini (See F|dIB) The determination
plied the continuum by a factor (@ 1/SNR), performed a new of the projected rotational velocity is the last step in the
Gaussian fit through both shifted profiles and measured the ereparation of the input for Ana|yseBstar_ We use the semi-
ference in EW. Note that, by considering a constant facter ovaytomatic tool developed by Simén-Diaz & Hertero (2007) to
the full line profiles (using the signal at continuum levede  derive the projected rotational velocities (see [Fig] BV&. re-
implicitly give an equal weight to each wavelength poing®v fer to their paper for a thorough discussion. We use the fol-
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Figure B.1. Context diagram of AnalyseBstar. For a detailed explanatee text.

lowing, least blended, metallic lines for the determinatad Then, the surface gravity is determined from the wings of H
vsini @ Sill 5041, Sil 4567, 4574, 4813, 4819, 4829, 5739%16 and, in the case of weak winds, alsg@,Hafter which the
Cil 4267, 6578, 6582, 5133, 5145, 5151 and @452. We wind strength log Q@ = M/(v., R.)*®, with M, the mass loss,
carefully checked visually that blended lines were not make.,, the terminal wind velocity, an&., the stellar radius) and
into account. The projected rotational velooityini of the star the wind velocity exponerg are determined in parallel using
is calculated as the mean of the values derived from each indix. Obviously, to start the iterative procedure, we need an ini
vidual line, and its uncertainty as the standard deviation.  tial guess for each of these parameters. This initial vahre c
either be user supplied or standard. If no value is set by the
user, then the following initial values are considered. Trtie
B.2. Fit parameters and their starting values tial effective temperature will be determined from the spsc
type of the star. Immediately after the rotational and macro
Once all preparation is finished, the automatic proceduretttbulent velocities have been determined, a start valuthéo
obtain accurate values for all physical fit parameters can §@rface gravity is derived by running the subproceduretfer t
started. This procedure follows an iterative scheme ageatl determination of the gravity (see SectionB.5). For the He an
in Fig.[B. In each iteration, the fundamental parametegs ahe Si abundance, we have taken the lowest value as stagt valu
improved in the following order. First of all, the effectstbie  We initialize the wind parameters at the lowest values, twhic
effective temperature, the Si abundance and the microturiteans negligible wind, at log Q = -14.30 aAd= 0.9. These
lence on the Si lines are separated. Then, the He abundaseereasonable assumptions for dwarfs, which comprised the
is fixed using all available He lines. Next, the maCI’OturbU|e|argest part of our sample. These starting values can dasily
velocity is determined from well-chosen, user suppliedri&d.
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After the manual identification of the wavelength intervitiee S F o
spectral line (thick black profile), a Gaussian fitto the obee 2 '°F 2 ]
line profile is made to determine the EW of the line (thick grey < osF e, .
profile). Also indicated are: the center of the line (vettloee) 5 s LI
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profiles), used to account for the noise level in the determi- g —05F ' - ]
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109
‘ ] Figure B.4. Synthetic simulation of the effect of the micro-
10-1L ] turbulence (top) and the Si abundance (bottom) on the log-
] arithmic EW ratios of Si lines of different ionization stage
W02l N This example gives the (synthetic) EW ratio ofii$i5739 to
2 : ] Sill 4130 against a selected range of effective temperatures,
o s i ] for a fixed surface gravity (log= 2.5) and wind parametersi(
z 07F = 0.14410 'Molyr, ve = 500 kms?, g = 0.9). The ratios are
) i /‘V ﬂ evaluated for the different possibilities of the microtuidnce,
10k : for a Si abundance fixed at -4.79 (upper pa#el:3, 6, 10, 12,
i m ] 15 and 20 km'; triangle up, square, diamond, circle, asterisk,
107° ‘ ‘ i i i ibi
o o - triangle down, respectively) and for the different podgibs

of the Si abundances, for a microturbulence fixed at 10m s
(log n(Si)/n(H) = -4.79, -4.49 and -4.19: circle, triangle and
square, respectively). The horizontal lines show the oleser

Figure B.3. lllustration of the determination ofsini from the : . . . ;

, L . . . EW ratio and its corresponding uncertainty region. Acceleta

first minimum in the Fourier transform of the selected line-pr . . o . N
EW ratios, which fall within these boundaries, are indiddte

file, as implemented and described|by Simén-Diaz & Hglrrer?e
(2007). The user can make several attempts and finally dectie””

which v sini gives the best match. The difference in the slope
of the first decay gives an indication of the macroturbulen o .

The Fourier transform of the observed line profile is indécbtcg's' I_Determlnatlon of the effective temperature,
in black. The user indicates the first minimum in the black pro microturbulence and abundances

file, which gives the projected rotational velocity. The Aet  The Sj lines serve multiple purposes. By using a well-defined
transform of the rotational profile at thissini is indicated in  gcheme (somewhat similar to the conventional ‘curve of
grey. growth’ method [(Gray 1976) and described, e.g., by Urbaneja
), we are able to separate the effects of the effective te
perature, the Si abundance and the microturbulence omthe li
adapted when samples of stars with different stellar properofiles, and derive an accurate value for them. Our method
ties are aimed at. The macroturbulent velocity is initiaigro, automatically determines from the observed spectrum which
whereas for the microturbulent velocity we took a mediufines will be used for this purpose. The lines should be well
value of all considered possibilities, i.e., 10 kmh.sThe con- visible (i.e. clearly distinguishable from the noise in tten-
vergence speed depends on how far away the initial values @Bmeum) and the relative error on their equivalent widthyis-t
from the final solution. ically below 10 to 15%, depending on the combination of the

sigma(cycles/A)
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temperature and the specific line considered. Wheneveethe r In a third step, we investigate the change of the slope when
ative error on its equivalent width exceeds 75%, the splectra varying the microturbulence (see upper panel [Eigl B.7).
line will be excluded in the following procedures. Such larg  Through linear interpolation, we find the microturbulence
errors are a rare exception and only occur for the weakest,lin  for which the slope would be zero (i.e. for which the Si
which almost disappear into the noise level. abundance derived from each line separately would be the
Basically, we can discern two different cases, namely when same). This is the estimated ‘interpolated’ microturbuo&n
multiple and consecutive ionization stages of Si are avkila — Step 4: Deriving the ‘interpolated’ abundance

or when there is only one ionization stage of Si. Each needs aUsing now the relation between the microturbulence and the
different approach, as we will explain now. mean abundance derived in step 2, we interpolate to find
the estimated ‘interpolated’ Si abundance at the estimated
‘interpolated’ microturbulence found in step 3 (see lower
panel FigiB.Y).

Step 5: Deriving the ‘interpolated’ effective temperature
Now that we obtained the estimated ‘interpolated’ values
for the microturbulence and Si abundance, we can go back
to Fig[B.4 and interpolate in two dimensions to derive a
value for the effective temperature, which reproduces the
observed EW. The mean of the effective temperatures from
each line ratio will then be accepted as a value for the ‘in-
terpolated’ effective temperature of the star.

Step 6: Determination of the ‘closest’ grid values

For the next steps in the automatic procedure, we will need
the closest grid values to these estimated ‘interpolated’ v
ues rather than the real values themselves. These closest va
ues will constitute a new entry in the list of possibilitidfs.

the real value for the Si abundance or microturbulence falls
exactly between two grid points, both are added to the list.

Method 1: In case there are multiple ionization stages of
Si available, we can, to first order, put aside the effect of the
Si abundance by considering the EW ratios of two different
Si ionization stages, as the Si abundance affects all S lime
the same direction. For each effective temperature poititen
grid, the ratios of the observed equivalent widths ofvSto
Siin and/or Sill to Sill are compared to those obtained from
the model grid, given a certain lggand wind parameters (see
Fig.[B.4). For each combination of &i/i11 and/or Sii /i lines,
this results in a range of ‘acceptable’ effective tempeesu
for which the observed EW ratio is reproduced, within the ob-
served errors (indicated as grey symbols in[Eigl B.4). Fiioen t
different line ratios, slightly different temperaturesyraxise.
Under the assumption that lggnd the wind parameters are
perfectly known, the combination of all these possibititt®n-
stitutes the set of acceptable effective temperatures.

Once we have a list aicceptabléemperatures, we can de-
rive for each temperature the best microturbulent veloaiitgt
the best Si abundance, by analyzing the variation in ecgrtal
width of differentlines as a function of these quantitiesvhat
follows, we describe the full process, step by step:

We repeat these steps for each ‘possible’ grid temperahire,
tially derived from FigLB# (grey symbols), and obtain insth
way a set of new possible solutions that optimally reprodinee
Silines. Temporarily fixing the values fogg, £, log n(Si)/n(H)
— Step 1: Deriving the abundances for each microturbulende, the way described above leads to a new estimate for the He
line by line abundance, denoted as n(He)/n(H). As for the Si abundarce, w
In this first step, the observed EW of each Si line is conenly consider three different values. We apply a similarhnodt
pared to the set of theoretically predicted EWs corresporab for the determination of the Si abundance, in the sense tha
ing to the available combinations of Si abundance and mie derive the best-suited abundance from each line separate
croturbulence in the grid (see Hig.B.5). For each microtumnd take the mean value as the ‘interpolated’ value.[Figs B.8
bulent velocity (and for each Si line), we look for the rangand[B.9 illustrate this process. Note that we intrinsicaléy
of Si abundances that reproduce the observed EW, witlsinme that the microturbulence is the same throughout the at-
the observed errors. This is done through linear interpol@osphere, i.e. that there is no radial stratification. Is thdy,
tion. Note that this gives us only an approximative estimatiee microturbulence, necessary to account for the broagémi
of the Si abundance. Indeed, as can be seen ifi Fi. B.5, the He lines, will be assumed to be the same as the one derived
change in EW with increasing microturbulence is margin&iom the Si lines. Note also that the uncertainty in the dstiv
for weak lines, but increases for stronger spectral lines, iHe abundance will be larger when the He abundance is lower
dicating that we may no longer be in the linear part of thaan 0.10. Indeed, in this case we are forced to extrapalate t

curve of growth. region where it is unclear how the dependence of the equit/ale
— Step 2: Deriving the mean abundance for each microturbwidth with abundance will change. The decrease towards-abun
lence and the slope of the best fit dances lower than solar may be steeper or follow a logarg¢hmi

In a second step we compare, for each microturbulence, thend, in which case the predicted values would be underesti
abundances (with the derived uncertainties) found in stepriated. In this case we can only state that the solar abundance
to the observed EW of each line (see EiglB.6). Since a staan upper limit of the true abundance. Values lower than the
can only have one Si abundance, we should find the saprenordial He abundance ef0.10 can no longer be considered
Si abundance from all the different Si lines, i.e. the slope physical, except when diffusion effects start to play a el
the best fit to all the lines should be zero. From the diffeHe settles. In that case, the He abundance observed atlthe ste
ent abundances derived from each line, we can calculate sueface could be lower. Such chemically peculiar stars@re r
mean abundance for each microturbulence. ferred to as He weak stars and are usually high-gravity ¢djec

— Step 3: Deriving the ‘interpolated’ microturbulent veloci  Helium settling was not taken into account in our models.
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Figure B.5. Step 1 (for eaclieg and for each line): For each of the five considered microtieriiwvelocities (5 dash-dotted lines,
from low EW to high EW: 3, 6, 10, 12, 15 km%, we derive the Si abundance that reproduces the observethBMz¢ontal
grey lines) of the spectral line through linear interpaatiThe Si abundances and the corresponding upper and liomieate
represented by the crosses. The displayed example is aesigrghmulation. Only a selection of lines is shown. Usuatiginy
more lines can be used. In this example, no/Sias “observed”, so only $i and Silll were considered.

the ionization balance to derive information about the @&ffe

eE - E tive temperature, independent of the abundances of He and
o or \\\. E Si, and independent of the microturbulence. Indeed, we have
6 09F Tl e 110 E only two knownfactors (in the case of late B-type stars: EW
0.0 e, E of Hel and EW of Sil) to derive fourunknownparameters
—ovsoi - - - & (Ter, &, log n(Si)/n(H), n(He)/n(H)). Fortunately, we can con-
microturbulence (km /s) strain the effective temperature quite well. For instaimcéhe
cold B-type domain, Heis very sensitive to changes in ef-
—aafb - log (/M) = .78 E fec_tive temperature (see, e.g., Fig._2| in LefeyerHt al. 2p07
£ il E which means that we can use the joint predictive power of He
C ek T E and Sill to derive a set oplausiblevalues forTes. This is done
° 74.557 el . g by comparing the theoretical EWs of all combinations of Si
g e i abundance, microturbulence and effective temperaturthifwi
0 5 10 15 a ranget 4000 K around the currently investigatéd;) with

microturbulence (km/s)

the observed EWSs, and selecting the ‘best’ combinations fro
Figure B.7. Steps 3 & 4: the ‘interpolated’ microturbulent ve-an appropriate log-likelihood function (for details, Sexféver
locity and the accompanying ‘interpolated’ Si abundanae (i2007). This method does not only work for the cool domain,
dicated in grey) are derived from the position where theesloput also for those hotter objects where onlyiSis present, in
of the best fit (step 2) is zero. The Si abundances, given in fiés case because the EW ofiivaries much faster than the
lower panel, are theneanabundances derived in step 2. ThEW of He I.
displayed example is a synthetic simulation. For each of the deriveplausible & values, we still have
to find the corresponding Si (from the Si lines) and He abun-
dances (from the He lines), and the microturbulence (from
Method 2: In case there is only one ionization stage the Si and/or He lines). As the He lines are liable to Stark
of Si available (mostly for late B-type stars, for which webroadening, we use only Si lines to derive the microturbiulen
only have Sil, but also for few hotter objects aroudds = broadening. This means that we essentially have to deriye on
23 000K + 3000K with Silit) only, we can no longer usethree unknown parameters from two known data: two from the
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Figure B.6. Step 2 (for each microturbulence): we plot the Si abundaandstheir uncertainties for all 6 lines for which we
derived these values in step 1, as a function of the obserVédTiBe least squares fit to the abundances are shown in grey.
The microturbulent velocity for which the slope of this fitasro (i.e. equal abundance from each line) gives an estiofidle
‘interpolated’ microturbulent velocity. The displayedegmple is a synthetic simulation.
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Figure B.8. For each He line, the most suited He abundance is deriveddhrimterpolation. The theoretically predicted values
are shown as filled circles, the interpolated values as eso3$ie horizontal lines indicate the observed equivaléfttvand the
observed errors. The displayed example is a synthetic atroal

Silines (log n(Si)/n(H) and), and one more from the He linessimilar), which still leaves us with one free parameter fbiat
(n(He)/n(H), assuming that the microturbulence in Si andsHewe will have to make an assumption in order to be able to fix
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the other two. We have chosen to ‘fix’ the Si abundance, as it

has no direct influence on the He lines. However,deeon- 020 T T T S S b
sider each of the three possibilities for the Si abundandesn X mean n(He)/n(H) = 0.09 1
grid, i.e., we consecutively consider the three cases irthvhi 0.151 7
Si is depleted, solar and enhanced. This allows us to determi . I 1 H
also the microturbulent velocity, which is consequentigdito T 00— J, I Pyl g
fix the He abundance from the He lines. < i 1
To finally decide which of the various combinations — O'O5i 1
matches the observations best, a twofold check is applied. ( o.oo:— ]
all profile-sets are inspected by eye (this, again, commesa i 1
fully automatic procedure), since parameter combinatiead- _005E ]
ing to obvious mis-fits can be clearly excluded on this basis. - ‘ ‘ ‘
(i) Again, a log-likelihood procedure is used to find the tbes -0.6 -0.4 -0.2 0.0
matching model among the list of final solutions, combining log (observed EW)
the likelihoods of the EWs of the Si/He lines and of the profile_ . ) )
shapes oéll lines, respectively (s@@)on. Figure B.9. The finally provided He abundance is calculated

as the mean over all lines. The abundance derived from each

Even though,_vvith this procedure, we are abl_e to derive rqg;e separately is represented by the filled circles, witigedr-
sonably good estimates for most of the stellar/wind pararset ;q,.s show the derived errors. The best linear fit is indicated

we have no means to restrict the Si abundance in a reliable WRY dotted line, while the horizontal solid line shows theame
as itis possible within ‘method 1. The outcome of maxim'ginvame The displayed example is a synthetic simulation.
the log-likelihood can give us only a general idea of the abun

dance, but still leaves us with a larger uncertainty, whiak h
been accounted for in the adopted error budget (see[Table 3). 101

B.4. Macroturbulence vmacro

The macroturbulence considered is characterized by alradia

tangential model [(Grayl_1975). In this model a time-

independent velocity field is assumed to be active and mddele I .

by assuming that a fractior\) of the material is moving radi- 2F .

ally while the complementary fraction moves tangentiafy) i o ]

In our model forvmacro, We use the standard assumption that ol ‘ ‘ ‘

the radial and the tangential components are equal in dracti 100 e e 120

Assuming additionally that the distribution of the vel@estin )

the radial and the tangential directions are Gaussian,fieete Figure B.10. Once a set of possible effective temperatures is

of macroturbulence can be introduced in the synthetic lie p fixed from the joint predictive power of Heand Sill (see text),

files by means of a convolution with a function, which corssisive can determine for each of these temperatures (in this case

of a Gaussian and an additional term proportional to thererrmp 500 and 11000 K) the correct microturbulence, under the

function (see equation (4) in Giay 1975). It changes theeshagssumption that we know the Si abundance. Resulting combi-

of the line profile, but leaves the equivalent width untouthe nations are shown for log n(Si)/n(H) =4.19 (open circles),
Only weak lines should be used to determingeo For —4.49 (grey filled circles) and-4.79 (black filled circles). The

B-type stars, Si lines are the best suited, since they most 8isplayed example is a synthetic simulation.

viously show the presence ofcro in their wings. The user

decides which Si lines should be used throughout the fuH pro

cess. To determine the strengthwgfacro We convolve the Si the difference between the obtained synthetic profile aed th

profiles of the (at that instant) best fitting model with diffe observed line profile, as follows:

entvalues ofmacro . The consecutive values considered forthe 1 /v — 2

convolution are chosen using a bisection method, withahitil = Z [—In(a-) —In(V27) - = (u) } (B.1)

steps of 10 kms. The bisection continues as long as the step- =1 2\ @

size is larger than or equal to 0.1 krtswhich will be the with n the considered number of wavelength points within the

final precision of thermacrodetermination. For each consideretdine profile, y; the flux at wavelength poiritof the observed

vmacrgvalue, we compute its log-likelihood in order to quantifyine profile,u; the flux at point of the synthetic profile (con-

volved with thevmacro Under consideration), and the noise,

i.e. 1/SNR, of the considered line profile. A thorough discus

7 At this point the profile has already been convolved with the asion of why this particular likelihood function is suitabiier
propriate rotational and instrumental profiles. spectral line fitting can be found, e.g.,in Decin etlal. (3007

¢ (km/s)




Lefever et al.: Fundamental parameters of B stars in the F@X0&oT, Online Material p 12

" 0 — " ,bfi‘,v”i”" ::}? eters of the star from snapshot spectra, such that the agiproa
0 \ r ot 0 || implemented in AnalyseBstar is valid as long as the values of
0 b vsini andvmacro @re not used for physical interpretations. A
v . o large value for the macroturbulence is an indication thagti
0 dependent pulsational broadening may occur in the starrunde

~1.0x10°

~1.5x10°

4548 4552 4556 0 10 20 30 40 50 860 4548 4552 4556 i i H
A investigation.

(A vmacro (km/s)

best vmacro = 23.5

)
1.00 i PR . OO~ ]
050 \ F o 090 \ B.5. Surface gravity logg

0.80 _swact . 0.80 ) ) .
o0 v o o0 The surface gravity log is the result of fitting the Balmer
lines. We mainly use dand H5, possibly complemented with
4565.0 4567.8 4570.5 0 10 20 30 40 50 60 4565.0 4567.8 4570.5 . . . . .
x0) wmocro {kn/s) X0) HpB in case of weak winds (i.e. if log @ —-13.80). Since H
, Ly pmocro = %82 is somewhat blended, and the merging is not always reliable
\ o} sl for this region (see above), this line will not be used as a pri

1.00
0.95
0.90
0.85
0.80

000 050 |/ mary gravity determinator, but will only serve as an addisib
6000 08 check (together with B, in case of stronger winds). Since we

0.80

s 0w s want to define the profile only from the extreme wings down
Lo e D @ om0 the strongest curvature (see discussion of the differemt
tributions below), we excluded the central part of the liae,
Figure B.11. Determination of the macroturbulent velocity ofcounting for several mechanisms, which affect the core ef th
B CMa for three different Si lines. The panels should be re&@lmer lines to some extent, e.g., rotation, micro- and macr
from left to right as follows. turbulence and thermal broadening. Once we removed the inne
Left: The left and right edge of the line region (i.e. outesnopart of the line profile, we compare the observed Balmer lines
dots at continuum level) are indicated by the user at theé star with the synthetic line profiles, by considering all posiieis
the procedure. The blue and red edges (grey vertical limes) #or logg which are available at this given effective temperature
determined as the point where the flux is half of the minimal igridpoint. We decide which gravity is the best, by maximiz-
tensity. They determine how far the wings extend towards tit its log-likelihood (see EQ.BL1), calculated over alliBar
line center. The black dots represent the points that ar#yfindines. With this procedure, we encountered the followingigpr
used to determine the macroturbulence. lem: Hy and H5 (our main gravity indicators) can sometimes be
Middle: Obtained log-likelihood as a function ofqacro (see seriously affected by a large amount of blends. Ignoringithe
Eq. (B:1)). Note the broad maximum in the log-likelihood-discan lead to a serious overestimation of the gravity, sinee th
tribution, which gives rather large error bars. log-likelihood function will take all these blends into acmt
Right: The fit with the bestmacro is Shown as the grey profile. (see Fig.B.IR). Therefore, we developed a procedure to find
Note that the significant amount of macroturbulence might e “line continuum”, cutting away the blends. The procedur
explained by the fact that this star exhibits non-radialltasc is basically a sigma-clipping algorithm which keeps oniggé
tions (Mazumdar et al. 2006). points that have a flux higher than both neighboring poithis (t
so-called ‘high points’) and where, at the same time, thiedif
ence is less than 1/SNR. After removing all other flux points,

The same procedure is repeated for all considered line pR§UY the “line continuum” is left (see middle panel Hig.B)12
files, and the mean, derived from the different lines, givies t\We interpolate this continuum to obtain the flux at all origi-
final vmacro The error is set by the maximal deviation of th&al wavelength points, and the inner part of the line is added
derivedvmacrsvalues from the final value. From FIg.BJ11, it isagain (i.e. the part between the last blend in the blue wing
clear that the shape of the log-likelihood distributionmieee  @nd the first blend in the red wing, but obviously still with-
maximum can be quite broad, which indicates that the errorsqut the central core). Also all original flux points which dev
VmacroWith respect to the log-likelihood are significant. ate by less than 1/SNR from the interpolated “line continium

A warning has to be made here. It was recently sho/ff€ included again. In this way we keep only the flux points

by [Aerts et al. mg) that time-dependent line profile varigvhich really determine the shape of the wing to fit the synthet
tions due to non-radial gravity-mode oscillations, whidk g Balmer wings, and we are able to determine an accurate value

expected in B stars, offer a natural physical explanatian fPr l099(see right panel Fig. B.12). We realize that some points
the occurrence of macroturbulence. Such oscillationsdistn  that may be marked as local continuum in this way, may still
appropriate estimate ofsini , both from the Fourier method be lower than what t_hle real local contl_nuum level would be,
and from a goodness-of-fit approach. The only way to assggcau_se of the transition of one blend |r_1to another. Hovyever
the effect of oscillations on thesini determination is by tak- this ill only be the case for very few points, which will give
ing an appropriate time series of line profile variationg (e. N° Significant weight to the log-likelihood.

Aerts & De Cat 2003). Luckily, an inappropriatesini esti- The finally accepted surface gravity will be this lpgvhich
mate, accompanying a line profile fitin termsgfcro, does not gives the best fit tall selected Balmer lines simultaneously.
have a serious effect on the determination of the other paratalf the gridstep in logjcould thus be considered a good er-




Lefever et al.: Fundamental parameters of B stars in the F@X6&oT, Online Material p 13

2 LUT

Eoaf 1

1.10 T

ZZZWWV Vh\'\/M“ ey ww vu\t WW vuw b W”WWLW vv\(vw

|
0.60 If -+ +

Gs

T

‘ %
alised prof

0501 | T 1 6545 6550 6555 6560 6065 6570 6575 6580 6545 6550 6555 6560 6565 6570 6575 6580
0.40 )\(A) )\(A)

4320 4340 4360 4320 4340 4360 4320 4340 4360

INO) A (A A (A)
041 1

Figure B.12. lllustration of the effect of blends on the deter- ©
mination of logg, and the clipping algorithm to improve the 3
fit, for 8 CMa. Left: The many blends in the wings of the pro- ¢,

flle prevent an accurate Iea’St Squares flt and |ead to too broad 6545 6550 6555 6560 6565 6570 6575 6580 6545 6550 6555 6560 6565 6570 6575 6580

wings, implying too high a gravity. Central: From the obsatv U My

plemented with the inner part of the line between the lasidle

is affected by several broadening mechanisms. Right: Affier M A
815
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ror estimate. However, to account for the coupling wit,

we consider 0.1 dex as a more appropriate error. This graitigure B.13.  (Synthetic simulation) For each dif-
should be corrected for centrifugal accelerationlpgg,) due ferent wind strength parameter logQ (7 values,
to stellar rotation by a factongini )2/R., when calculating, from left to right and from top to bottom: logQ=

e.g., the mass of a stdr (Repolust éf al. 2005, and referencé430, —14.00,-1380, 1360, -1340,-1315,-1270),
therein). we search for the begt(in each panel, the 5 different values

for g are indicated: 0.9, 1.2, 1.5, 2.0, 3.0) by comparing only
] the red wing (grey part of the profile). Then the synthetic
B.6. Wind parameters profiles of each best (log @) combination are compared to
che entire k profile (bottom right).

A change in mass loss rate will mainly affect the shape of
For cool objects and weak windspHs nearly ‘photospheric’
and will, in essence, be an absorption profile, with moress le

symmetric components, since the ‘re-filling’ by the windas/l by simply using the best values for log Q afdwailable in

In case of stronger winds, d-wil take the shape of a typical the grid, without interpolation and further refinement. ©me

P Cygn! prqﬂle. For hot ObJeCtS’. whereeHs domlnated. by have selected for each log Q the bgstve decide on the best

recombination processes, and high mass-loss rates, tfikepro S S : . .
. o combination by considering the best fit to the entire profile.

may even appear in full emission.

The wind parametes determines the velocity law, which

directly influences the density. The red wing ofrts well B.7. Some final remarks

suited to determing, since it is formed by emission processes

alone, averaged over the receding part of the (almost) cetmplAt the end of this iteration cycle, an acceptance test is per-

wind. For a fixed mass loss, a ‘slower’ velocity law (i.e., &#rmed. When the method can run through the whole cycle

higherg value) will result in higher densities in the lower atWithout needing to update any of the fit parameters, the model

mosphere, close to the star. This enlarges the number of edgitaccepted as a good model, and gets the flag ‘2'. If a better

ted photons with velocities close to the line center, risyin  Mmodel was found (i.e., when one or more parameters changed),

more emission. Around the central wavelength, the absmrptthe initial model is rejected and gets flag ‘0’, whereas the im

component of the line profile refills and the emission compgroved model is added to the list of possibilities, and geis fl

nent becomes stronger. Therefore the slope of the red wingbf(cf. ‘models to check’ in the flowchart diagram, Fig. B.1)

the P Cygni profile becomes steeper. In this sense, the stedplong as the list with possibilities with flag ‘1’ is not enypt

ness of the red wing is a measure for the valug.of the parameters of the next possibility are taken as newrggart

We estimate the wind parameters log Q gy comparing the values.

observed K profile with the different synthetic & profiles Line profile fits are always performed allowing for a small

by making combinations of log Q argl We decided to make shift in wavelength, or radial velocity (5 wavelength paiirt

the determination of the wind parameters not too sophistita either direction, corresponding to typically 5km} to pre-



Lefever et al.: Fundamental parameters of B stars in the F@0&oT, Online Material p 14

vent flux differences to add up in case of a small radial vé&joci
displacement.

B.8. The underlying FASTWIND BSTARO6 grid

Even though the majority of the CoRoT targets consistedtef la
B-type stars, we nevertheless invested in a grid which cover
the complete parameter space of B-type stars. In this way, we
hoped to establish a good starting point for future (follop)-
detailed spectroscopic analysis of massive stars. Thehgisd
been constructed as representative and dense as possiale fo
wide variety of stellar properties within a reasonable camp
tation time. Hereafter we give a short summary of the consid-
ered parameters. For a more detailed description, we refer t

Lefever et al.|(2007a).

— 33 effective temperaturél«): from 10000 K to 32000 K,
in steps of 500 K below 20000 K and in steps of 1000 K
above it.

— on average 2&urface gravities(logg) at each effective
temperature point: from log = 4.5 down to 80% of the
Eddington limit

— 1 ‘typical’ value for theradius (R.) for each e, l0gQg)-
gridpoint: approximative value from interpolation betwee
evolutionary tracks, keeping in mind that a rescaling to the
‘real’ value is required when analyzing specific objects.
Indeed, the real radius can then, in most cases, be deter-
mined from the visual magnitude, the distance of the star
and its reddening, and from the theoretical fluxes of the best
fitting model.

— 3values to fix thehemical compositiam(He)/n(H) = 0.10,
0.15, and 0.20, and log n(Si)/n(H) = -4.19, -4.49, and -
4.79 (i.e. enhanced, solar, and depleted). The background
elements (responsible, e.g., for radiation pressure aed li
blanketing) were assumed to have a solar composition.

— 7 values for thavind-strengthparameter log Q

— 1 ‘typical’ value for theterminal wind velocity(v.,): esti-
mated from the relation between observed terminal velocity
and photospheric escape velocity (Kudritzki & Puls 2000,
and references therein), where the latter quantity has been
calculated from the actual grid parameters @oB. and

Tesr)-
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